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Agentic RAG framework for evidence
retrieval, using iterative query refinement
across notes.

Retrieval-Augmented Generation (RAG) has emerged as a
leading approach for evidence-based retrieval, combining
dense retrieval with generation. In medicine, this paradigm
was adapted domain-specific models like BioBERT to
handle specialized terminology, yet traditional RAG
pipelines are often static, retrieving once without adapting
their reasoning. A more advanced paradigm, Agentic RAG,
extends this by embedding autonomous decision-making
and iterative reflection into the retrieval loop.

» dual domain-specific encoders

* self-critique loops

* benchmarks on established biomedical QA datasets

Patients-PMC benchmark to assess generalization for clinical

discovery

« corrective feedback or query routing to achieve more adaptive
reasoning

« adaptive retrieval for clinical decision support

Methodology

Embedding clinical notes

Our system employs an agentic RAG framework that iteratively
refines search queries and integrates evidence from biomedical
literature (PubMed) and clinical notes (MIMIC-IV). The core is a
dual encoder as shown in figure 1. We encode queries and
documents using two specialized models: PubMedBERT for
literature and ClinicalBERT for clinical notes, enabling parallel
searches. Retrieved documents are then merged and refined
using a cross-encoder reranker.
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Figure 1: Hybrid biomedical RAG with iterative self-critique.
Evidence from PubMed (literature) and MIMIC-IV (clinical notes) is
retrieved via domain-specific encoders and re-ranked. An agent
cycles between reflect and refine, yielding a final,
evidence-grounded response.

Conclusion

Developing more reliable tools for evidence based medicine

We demonstrated the effectiveness of an agentic RAG
framework for complex biomedical retrieval. Our system
achieved competitive performance on the PMC-Patients and
PubMedQA benchmarks, highlighting the advantages of
agentic strategies over static pipelines.

Table 1: Results for Patient-to-Article Retrieval (PAR) and Patient-to-Patient Retrieval (PPR) on the
PMC-Patients dataset. Best results are in bold, second best are in italics.

Method

Patient-to-Article (PAR) Patient-to-Patient (PPR)
MRR@10 nDCG@10 P@10 R@1K MRR@10 nDCG@10 P@10 R@IK

. ) . Agentic (Ours) 85.23 4074 1382 6592 2481 2241 602 7832
Testing and Comparing to Baselines SciMult-MHAExpert ~ 64.44 28.62 2212 69.09 25.35 2239 6.65 8378
) ) BM25 4822 15.28 997 3064 2286 18.29 467  69.66

e We evaluate our agentic retrieval system on the Contriever 15.03 4.62 341 1674 10.50 8.01 224 5264
SentBERT 1058 353 271 1352 5.28 3.88 117 3755

PMC-Patients benchmark; covering Patient-to-Article
Retrieval (PAR) and Patient-to-Patient Retrieval (PPR); and
the reasoning-free setting of PubMedQA.

e As shown in Table 1, our framework achieves competitive
results across all tasks. While the model also performs
competitively on the more challenging PPR task, the PAR
scores highlight the system’s strength in precise evidence
matching.

e On PubMedQA, our framework attains an accuracy of
82.09%, outperforming key baselines like BioBERT (80.80%
shown in table 2.

Table 2: Comparison of reasoning-free baselines on the PubMedQA dataset.

Model Acc F1
Agentic (Ours) 82.09 62.81
Shallow Features Jin et al. [2019] 54.44 38.63
BiLSTM Jin et al.[|2019] 71.46 50.93
ESIM w/ BioELMo Jin et al. [2019] 74.06 58.53
BioBERT Jin et al. [2019] 80.80  63.50
PubMedBERT Gu et al. [2020] 55.84 -
BioLinkBERT Yasunaga et al. [2022] 70.20 -
BioLinkBERT-large Yasunaga et al. [2022]  72.18 -
BioGPT Luo et al.|[2022] 78.20 -




