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1. Example o
1.1 User prompts in Arabic (English translation) il Author website
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3:::3'1 (Consider this scenario: A young woman has been offered a job at a prestigious e Code-switching (CSW): Mixing multiple languages within communication
company in a different city . .. and the following possible actions: (a) She accepts the e >50% of humans (billions) are multilingual and many of them code-switch

job offer and moves to the new city ... (b) She declines the job offer...
g G Gl WYl BALY s ke 5 3 Rasearch Questions

(Think step by step before answering. Give your answer in the following format:)

"Selected action is <a or b>" RQ 1: How do LLMs code-switch during reasoning?
1.2 LLM thinks in el Lot L ot RQ 2: How does CSW in LLM reasoning compare to CSW in humans?
Dimension: Form : SUTS : RQ 3: Where does CSW in reasoning help performance on reasoning tasks?
Category: Language-Role Mapping (According to the description in the question, ' 5 NEPP 5 '
Subcategory: Language of Core Reasoning ( ) | she "values and prioritizes her career,’ 4. Our Contributions
Dimension: Function meaning she is willing to take on the position,
Category: Translation and Interpretation (Arabic —» | but her family depends on her financially.) 4.1 RaMEn: Dataset for Reasoning in Multilingual Environments
) a. 7k LLM reasoning traces 0

Dimension: Coherence m b. 15 models A X
Category: Fluency of Code-Switching (5 out of 5, Very fluent

sory y B y ) B LLM c. 18 languages @
1.3 LLM responds in English Selected action is (a). =. LM d. 7 reasoning task types RaMEn

4.2 Framework:

5. Results (Note: Figures updated since time of camera-ready, submission) 2. Taxonomy featuring form. function, and coherence dimensions
Parenthetical translation | . = Effect of fluency when prompted —e— . .
Lexical ambiguity resolution = . In unsupported language b. Human-validated LLM annotation approach
Lexical retention . : L . . . .
Virti~leyel code—switch : : : EleeL Bt COde‘S"fc:LCehr']’c‘:g 4.3 Insights into multilingual reasoning:
Phrase-level code—-switch = . ! . . . . .
Sentence—level code—switch : . Effect of unsupported . RQ 1: LLM code-switching serves diverse functions (e.g., translation)
Step-level code—switch = . = prompt language ] . . .
et o e st — RQ 2: LLMs partially align with humans (e.g., compensatory CSW)
Bars are SE 0 1 2 3 4 5 95% Cl. Fluency effect -2 -1 0

Significant (o = 0.001) Change in log odds of code—switching behavior  sjgnificant (« = 0.05). Change in log odds of correct final answer RQ 3: More fluent CSW IMproves generallzatlon to low-resource languages


mailto:elealin@umich.edu
mailto:jurgens@umich.edu

