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Motivation

a. The benefits of Creative AI are unevenly distributed, where electricity, hardware, and annotated

data are scarce.

b. This challenge is especially acute for multilingual Nigerian music, where lyrics braid Yoruba,

English, and Nigerian Pidgin into rich code-switched expressions.

c. Standard NLP pipelines often flatten or overlook these cultural and linguistic nuances.

d. There is a need for energy-conscious, culturally aware AI approaches that support inclusion,

equity, and heritage preservation.

Problem Statement

Which topic-modelling methods best surface culturally meaningful themes while staying affordable 

to run in low-resource environments?

Aim

To identify energy-efficient and culturally faithful topic-modelling methods for multilingual 

Nigerian lyrics that are practical for use in low-resource environments.

Objectives

a. Curate and preprocess a multilingual Nigerian lyrics corpus that preserves code-switching and

cultural nuance.

b.Benchmark seven topic-modelling approaches using both semantic and energy metrics.

c. Log and compare energy consumption across models.

d.Evaluate coherence, diversity, and overlap to examine quality–energy trade-offs.

e. Recommend sustainable NLP workflows for cultural preservation and community applications.

Which



ENERGY-AWARE TOPIC MODELLING PIPELINE
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RESULTS

Topic Diversity and Inter-topic Overlap (Jaccard)

Coherence (U_mass) and Topic Diversity

Topic Coherence (C_v) and Energy Consumption (kWh)





Relative to a classical LDA baseline on our corpus, the metric deltas align with expectations from prior work. NMF improves

coherence by +0.164 Cv (0.6045→0.4408), raises diversity by +0.300 (0.90→0.60), and lowers lexical overlap by 0.185

Jaccard (0.028→0.213) while using ∼ 4.5 × 10−5 kWh less per run—consistent with parts-based decompositions yielding

sparse, interpretable structure on short, bag-of-words text [3]. LSI shows a lighter-weight version of the same story (+0.047

Cv, similar diversity, near-lowest energy), matching how truncated SVD exposes stable distributional patterns with minimal

compute [10]. Among probabilistic and non-parametric models, HDP lifts coherence (+0.087 Cv) but increases redundancy

(+0.290 Jaccard) and cuts diversity (0.240), reflecting known sensitivities of mixture models and coherence measures on

sparse, short texts [2, 11, 12, 13]. On the embedding side, BERTopic most strongly improves separability (diversity

+0.400 to 1.0; Jaccard 0.213 to 0.0) while maintaining solid coherence (+0.138 Cv), as expected from clustering sentence

embeddings with class-TF–IDF refinement [4]; the trade-off is a clear energy premium (+4.03 × 10−4 kWh), echoing Green

AI cautions [6, 5]. Top2Vec underperforms on coherence (0.171 Cv) and draws more energy (+6.6 × 10−5 kWh) [14]. Finally,

GSDMM shows undefined coherence and the highest energy, underscoring a mismatch with intra-line code-switching [15].

Comparison to Existing Work (with Metrics)



Corpus 
Representation

Drawn from publicly available 
Nigerian Lyrics

Likely Underrepresented niche sub-genres, 
older recordings, and artists without a digital 

footprint

Evaluation 
Metrics

Relies on intrinsic metrics  instead of 
expert cultural judgements

Modelling Scope
Finite model and hyper 

parameter coverage

Other encoders or short-text 
methods might shift 

performance rankings

Linguistic & 
Structural Issues

Short, code-switched lines can 
blur topic boundaries

Line-level language IA: may 
mislabel or fragment 

coherences

Energy 
Measurements

Logged on a single hardware 
profile

Report in kWh only-no grid-
based CO estimates

Results may vary across  and 
energy profiles

Copyright & 
Domain 

Boundaries

Only derived artifacts 
are released 

Findings apply primarily to short English-
Yoruba-Pidgin lyrics: mother domains or 

languages may behave differently

LIMITATIONS
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