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Problem Statement:

• Vision-Language models are heavy (params, FLOPs).

• Need cross-modality generalization.

Motivation:

• Compute is concentrated in dense linear projections.

• Fine-tuning/PEFT change few weights while base 

matrix multiplications still run, keeping compute high 

and adaptation limited.

Key Contributions:

• Replace all dense projections with L3 

• Trainables: 𝑂(𝑑𝑖𝑛𝑑𝑜𝑢𝑡) → 𝑂(𝑟(𝑑𝑖𝑛 + 𝑑𝑜𝑢𝑡)) Fig. 1. Overview of L³Seg: Language-Guided Vision Decoder fuses image and text using 

Gated L³ Cross-Attention

Table 1. Quantitative Comparison on  QaTa-COV19 (X-ray), Kvasir-SEG (endoscopy) and BUSI 

(ultrasound) dataset. CNN-based (◊), SAM-based (¶), and hybrid CNN-Transformer (†).

Fig. 2. Qualitative Comparison on QaTa-COV19, Kvasir-SEG and BUSI dataset. (TP, FN, FP)

Comparative Analysis

Fig. 3. Training loss curves for both the Standard Linear Layer and the Lean Linear Layer (𝑳𝟑).

Experimental Results

At a Glance

Fig. 4. Segmentation Visualizations with Varying Text Inputs. (TP, FN, FP)

Table 2. Impact of Training Data Size.

• Also accepted at ICCV 2025 CVAMD Workshop.

• For more information, please visit project webpage.
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