
Can MLLMs proactively defend against jailbreak attacks 

by leveraging true intention inference?

• We propose Chain-of-Intention Reasoning (COIR), a single-

prompt safeguarding strategy that identifies the underlying true 

intention of an input and leverages it to generate safety-

aligned responses.

“Can MLLMs Recognize Jailbreak Attacks 

Solely from Input Itself?”

“If so, how can their ability 

to detect harmful inputs be enhanced?”

• Preliminary Experiment 

• (Intuition 1) Chain-of-Thought (CoT) reasoning effectively 

enables MLLMs to assess multimodal harmfulness; a 

capability further amplified when enriched with rationale. 

• (Intuition 2) Inferring the underlying malicious intent proves 

more effective in recognizing harmfulness within jailbreak 

scenarios than standard CoT.
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Motivation

Method

Experiments

COIR outperforms baselines in defense success rate 

while maintaining comparable utility performance.

• Metric : Prefix & LLM-based Defense Success Rate (DSR)

• Language model-based DSR result on SD+TYPO of MM-SafetyBench 

• Utility Performance on MM-Vet for LLaVa-1.5 7B

• Achieves an average defense success rate of 84.22% on HADES, a 

challenging benchmark incorporating adversarial noise.

< Qualitative Results >

Conclusion

• We propose Chain-of-Intention Reasoning (COIR), a defense 

mechanism that leverages intention inference to provide a more 

nuanced and context-aware safeguarding strategy.

•  We empirically show that COIR significantly enhances defense 

performance against jailbreak attacks while preserving utility 

compared to previous studies.
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