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Proposed Latent Variable Models

Lücke and Sahani, JMLR 2006; Lücke and Eggert, JMLR 2010; Mousavi*, Drefs* and Lücke, LOD 2020; Mousavi et al., Entropy 2021.

• We propose Exponential Family Maximal Causes Analysis (EF-MCA).

• Main features of the proposed models are:

• Binary latent variables

• Exponential family observables

• Maximum non-linear superposition



Generic Parameter Optimization

Theorem. Consider the proposed family of 

generative models with the given non-linear link 

function and assume a two-parameter distribution of 

the exponential family. Then the derivatives of the free 

energy (a.k.a. ELBO) w.r.t. parameters 𝛳 = (𝑊, 𝑉, 𝜋	) 

is zero, if for each 𝑑 and ℎ, we let:

Mousavi et al., 2023.



Generic Parameter Optimization – EM Algorithm 

• Initialize the model parameters

• Compute the posteriors and to allow for the large-scaled applications of the models, we use variational approximations in the 
form of truncated posteriors (we leverage the newly established method called Evolutionary Variational Optimization, EVO):

• Update the model parameters using:

in general

Guiraud et al., GECCO 2018; Mousavi et al., Entropy 2021; Drefs et al., JMLR 2022; Hirschberger et al., TPAMI 2022.



Experiments – Poisson Denoising

• Comparison of the PSNR (in terms of dB) and ELBO values for Poisson denoising benchmarks at peak value of 1.

Henniges et al., LVA 2010; Sheikh et al., JMLR 2014; Drefs et al., JMLR 2022; Sheikh et al., PLOS 2019.
BSC TVAE P-MCA

Noisy ES3C MCA

D = 400, H = 100, and 100 variational EM iterations


