
WenMind: A Comprehensive Benchmark for

Evaluating LLMs in Chinese Classical Literature and 

Language Arts



WenMind, a benchmark for evaluating Large Language Models (LLMs) in

Chinese Classical Literature and Language Arts (CCLLA). It covers Ancient

Prose, Ancient Poetry, and Ancient Literary Culture, featuring 4,875 question-

answer pairs across 42 tasks.



Data Collection:
(a) Internet: Curated exam 

questions and CCLLA texts for 

Q&A pairs.  

(b) Open-Source Datasets: 

Utilized resources like C2MChn 

and ACLUE; pro-cessed and 

standardized question-answer pairs.

(c) LLM: Generated reference 

answers for open-ended tasks using 

ERNIE-3.5, with manual 

refinement.

Data Processing: 

Ensured data quality through 

question segmentation, standar-

dization, deduplication, cleaning, 

and manual proofreading.



The statistics of the WenMind Benchmrak. “Q” represents “Question” and “A” represents “Answer”.

Data statistics of WenMind: 

Distributions of (a) sentence length, (b) sub-domains and (c) capabilities.



Results of all evaluated models on different domains and capabilities. (a) Performance Gaps: ERNIE-4.0 leads with a

score of 64.3, while most models score between

20-60, indicating significant room for improvement

in CCLLA tasks.

(b) Data Matters: Pre-training on large, high-

quality Chinese datasets plays a critical role in

performance, surpassing fine-tuned English models

even when supplemented with Chinese data.

(c) Incremental Pre-training Limitations:

Models specifically pre-trained on CCLLA data

underperform, likely due to insufficient data

coverage and catastrophic forgetting of general

knowledge.

(d) Knowledge Deficit: LLMs struggle with

knowledge-focused tasks, particularly in Ancient

Poetry and Literary Culture, performing better in

generation and understanding.

(e) Scaling Law: Larger models with more

parameters show better performance, consistent

with the scaling law in the CCLLA domain.



Our WenMind evaluation reveals significant gaps in LLM performance within the CCLLA

domain, with the top model scoring only 64.3. These results highlight the need for better pre-

training data and strategies to improve knowledge retention. Moving forward, expanding

training datasets and refining model fine-tuning will be key to advancing LLM capabilities in

CCLLA. WenMind offers a strong foundation for future research and development in this field.


