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Key Contributions

1. Large-scale Video-text Dataset
We open-source three large-scale video-text dataset, including Vript, Vript_CN and Vript_Multilingual. 
These three dataset cover different UGC video sources, containing high-quality videos and 
corresponding captions.

2. New paradigms of video-text alignment
We explore three paradigms of video-text alignment in large multimodal models based on Vript dataset, 
building the powerful video captioning model with SOTA performance.

3. A challenging video understanding benchmark.
We construct three different challenging benchmarks for evaluating next-level video LLMs.



Vript dataset

• Very detailed (over 150 
words)

• Consistent clips (long 
video have multiple clips)

• high resolution (720p-2K)

• diverse categories



Comparsion with other datasets



Video-text Alignment

1. Video-Script alignment

2.Voice-over Transcription 

3. Video Timestamp 



Capability of Vriptor-STLLM



Vript-HAL: first benchmark evaluating 
action and object hallucinations in video 
LLMs



Vript-RR: combining reasoning with retrieval resolving 
question ambiguity in long-video QAs



Vript-ERO: evaluate the temporal understanding of events 
in long videos rather than actions in short videos



Needle-in-a-TimeStack & Failure in Vript-ERO


