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Motivation
The latent representation of instructions 
is essential for tasks like data selection 
for instruction tuning and prompt 
retrieval for in-context learning. While 
previous studies obtain text embeddings 
by capturing their overall semantic 
information, the embeddings of 
instructions should focus on identifying 
their task categories. 
We propose a new concept called 
instruction embedding, a specialized 
subset of text embedding that 
prioritizes task identification for 
instructions over the extraction of 
sentence-level semantic information. 
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Instruction Embedding Benchmark (IEB)

We construct IEB, a new benchmark for 
instruction embedding training and evaluation 
which is labeled by  task categories of 
instructions. We define the task as a category 
of activities or work that we expect the LLM to 
perform, which can be represented by a key 
phrase (mostly verb-noun phrases). We parse 
the instructions to extract the phrase through 
syntactic analysis.
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Instruction Embedding Benchmark (IEB)

Task categories with examples of IEB
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Prompt-based Instruction Embedding

PIE-Prompt: guiding the model in extracting the tasks embedded within given instructions.  

Fine-tune PIE-model following the contrastive learning (CL) framework in SimCSE.
We replace the dropout-based positive sample pairs construction method with a method based on
instruction task labels from training set.
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Experiments

• The PIE-Prompt plays a crucial role to
guide LLMs to extract task categories in
both learning-free and SFT scenarios.

• Both Llama2 and BERT succeed to
learn to identify instructions task
categories through fine-tuning

• The hard negative sampling strategy
helps model to distinguish positives and
negatives through instruction tasks
instead of the shortcut of word overlap.
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Visualization Analysis

BERT BERT (PIE-Prompt) Supervised BERT (PIE-Prompt)

Llama2 Llama2 (PIE-Prompt) Supervised Llama2 (PIE-Prompt)
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Evaluation on Downstream Tasks

Data selection for instruction tuning

Demonstration retrieval for in-context learning

Tiny benchmark

Dataset task correlation analysis
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Summary

• We introduce the concept of instruction embedding, which prioritizes task
identification over traditional sentence-level semantic analysis.

• We propose a prompt-based approach for generating instruction embeddings,
applicable in both learning-free and supervised fine-tuning scenarios.

• We demonstrate the superiority of instruction embedding on two basic evaluation
tasks and four downstream tasks
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