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Answering questions based on user-provided contexts

• Question answering helps 
resolving issues faster and 
enables self-service

• For more accurate outputs, 
we typically ground on 
user-provided information

LLM

Network interface 
mgt-0/0/21 is down

Incident Logs

Product Docs

Software issue.  Reboot the interface 
and update the network driver.
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Models must be able to access and use user-provided 
context

• Text generation can be 
cofounded by model 
memory, obtained during 
training

• An LLM may ignore the 
context and answer based 
solely on its existing 
knowledge

LLM

Network interface 
mgt-0/0/21 is down

Hardware issue.  Replace router.

Incident Logs

Product Docs

Model memory
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How can we test for the ability of 
different language models to 
search and effectively use context 
information provided by the user?
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Confounded assessments with existing QA datasets

• Popular benchmarks built using information openly available on the web
� Models retrieving answer from their training memory can obtain good 

results on these benchmarks…

• For my organization with its specific knowledge base, policies, logs, etc., 
which model should I use?

We need new benchmarks to distinguish between memorization 
and the ability to use relevant user-provided context
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Introducing RepLiQA
• A collection of reference documents, each with 5 question-answer pairs:

– All feature fictional scenarios created by human content writers

– Guarantees that models cannot rely on training memory

• Scheduled releases of fresh splits for sustainable rigorous evaluation
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Building RepLiQA
Step 1: Document, question, answer triplets are created by a team of annotators.
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Building RepLiQA
Step 2: Quality controls are carried out to filter out some of the annotations.
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Building RepLiQA
Step 3: We perform additional quality controls and filter out some more data. We also split the 
data for sequential releases.
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RepLiQA’ fictitious scenarios

Real entities may be 
mentioned, but scenarios do 
not contradict openly 
available information.

The reference document 
offers enough information to 
answer questions.

A realistic incident that 
never happened.
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An overview of RepLiQA

• 17 diverse topics (somewhat) 
uniformly covered

• Each document has 5 
question-answer pairs

• Some of the questions cannot be 
answered based on the 
reference 

– We can evaluate if models correctly 
refuses to reply.
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Benchmarking LLMs using RepLiQA
• All models show a huge degradation in performance when they cannot 

rely on memory
TriviaQA covers well-known facts
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Benchmarking LLMs using RepLiQA
• All models show a huge degradation in performance when they cannot 

rely on memory
TriviaQA covers well-known facts

• Models can answer TriviaQA’s questions even with reference documents
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However, scale alone won’t help

• Generally, increasing model size improves performance on datasets such as 
TriviaQA

• However, performance can drop as model grows with RepLiQA!

SOTA LLMs seem to be rather limited in their ability to seek and use 
information in user-provided content.
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Closing remarks

• SOTA LLMs have a rather limited ability to seek and 
use information in user-provided content.
� This is not captured by common benchmarks.

• We need more benchmarks like RepLiQA.
• What if user-provided content contradicts model memory?
• Should a model trust its memory or the user?
• What if the user is an adversary?


