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Remarkable Features:

The novel proposed human-centric REC benchmark, named HC-RefLoCo, has five features: 

• Large Scale

• Long and Detailed Descriptions

• Subject Labels

• Broader Coverage of Instance Scales

• Various Evaluation Protocols
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Benchmark Construction:

Data sources:

• COCO: 200 images + 419

instances

• Objects365: 4772 images

+ 10070 instances

• OpenImage v7: 4960

images + 10120 instances

• LAION-5B: 3520 images

+ 3520 instances
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Detailed Comparison with Current Benchmarks:
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Experiments

Performance evaluation across 24 models on the HC-RefLoCo

benchmark. 

Per-subject evaluation across 24 models on the HC-RefLoCo reported in

mAcc for each set
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Experiments

Scale-aware evaluation. Models are 

sorted in ascending order based on 

their performance on large 

instances. We use mAcc as the 

evaluation metric.

Per-subject evaluation under two 

scenarios: 1) using the original 

annotations (denoted as “All”); 2) 

retaining only sentences that 

correspond to the specific subject 

while discarding the rest for each 

annotation.




