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1. Motivation

➢Background
• Action quality assessment (AQA), which aims to quantify how well actions are performed, is a 

growing area of research across various domains (e.g., sports event, health care, and public 

security)

• Assessing how well an action is presented can be difficult because of the inherent difference 

between real videos and generated videos.

• At minimum, a well-performed action should correctly contain all relevant objects as well as the 

action subject with recognizable motion presentation while conforming to the physical world 

dynamics.

• At present, it remains unclear to what degree any T2V model can achieve visually rational action 

generation that varies in action categories, much less the cognitive mechanism of action quality 

that affects human perception.



1. Motivation

Table: Comparison of GAIA and existing AQA datasets. SS indicates the source of scores. Mix 
indicates that the participants in human evaluation are recruited across different backgrounds. 

➢The limitations of existing AQA datasets
• Predominantly focus on domain-specific actions from real videos and collect coarse-grained

expert-only human ratings on limited dimensions.

• The content discrepancies in those AQA videos are often subtle, as the action subjects 

typically perform similar actions within a consistent environment (lacks of scene diversity)



1. Motivation

➢The limitations of existing AQA methods
• Mainly follow a pose-based or vision-based feature extraction, aggregation, and score regression 

ternary form, which usually adopt powerful 3D backbone networks that are pre-trained on large 

action recognition datasets for better feature migration.

• A distinguishing characteristic of generated videos is that they may contain atypical actions with 

various body or object artifacts over time, such as aberrant limb count, irrational object shape, 

and physically implausible motion, due to the stochasticity and unstable nature of the diffusion 

process.

• In such cases, the model learned from real action videos may fail in AIGVs with worse prediction 

performance.



2. Construction of GAIA

Figure: Data construction pipeline and content overview of GAIA. 
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Table: Summary of popular video generation models: from open-source lab studies to large-scale commercial
creation platforms. We tested the average generation speed (seconds/item) on an NVIDIA RTX4090 locally,
except for those closed-source models. OOM is the abbreviation of out-of-memory. †We report the online
generation speed under free plan.
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2. Construction of GAIA

➢Design Philosophy: the Action Syllogism
• We propose a causal reasoning-based evaluation strategy

• We decompose an action process into three parts: 1) action subject as major premise, 2) action 

completeness as minor premise, and 3) interaction between action and scenes as conclusion, 

according to the syllogism theory

Timothy J Smiley. What is a syllogism? Journal of philosophical logic, pages 136–154, 1973.

Sangeet Khemlani and Philip N Johnson-Laird. Theories of the syllogism: A meta-analysis. Psychological bulletin, 138(3):427, 2012.

Figure: Illustration of action syllogism. 
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➢Rationale for the Action Syllogism:
• The visibility of the action in videos is greatly affected by the rendering quality of the action 

subject, which is a crucial element of visual saliency information.

• Unlike parallel-form feedbacks, the order of these three parts in action syllogism inherently 

aligns with the human reasoning process.

➢Merits of the Action Syllogism:
• Can more clearly identify and analyze the specific elements that contribute to the perceived 

quality of the action.

• Inherently aligned with human perception and can help in understanding how different parts of 

action are perceived by the public, which can lead to insights into what makes AI-generated action 

convincing or unconvincing.

• Allows for a comparative analysis of AI-generated action against natural human action, revealing 

where AI excels and where it may need improvement.
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Table: Statistics of participants. w/AIGC and w/o
AIGC denote participants who have or do not have
used AI generation tools, respectively.

Figure: SRCC between MOSs as the observers increases

Figure: Screenshot of the rating interface for human evaluation. Participants are
instructed to rate three action-related dimensions of AI-generated videos, i.e.,
subject quality, action completeness, and action-scene interaction, based on the
given action keyword and prompt.



3. Observations

Figure: MOS distributions across different models in terms of subject quality, action completeness, and action-scene interaction. 11 Lab
studies: (a)-(k); 7 Commercial applications: (l)-(r).

1. Most models exhibit left-skewed MOS distribution in all three dimensions.
2. Additionally, we can observe a trend of increasing performance year by year, from the Text2Video-

zero and ModelScope released in March 2023 to the VideoCrafter2 in early 2024.
3. Most models prove decent proficiency on one single dimension, i.e., better subject quality than action 

completeness and action-scene interaction, which exposes the defects of existing models in producing 
temporal coherent and complete actions.



3. Observations

Figure: Box plots of MOSs, MOSc, and MOSi across action categories. (a), (b), and (c) show whole-body actions. (d) and (f) show hand and
facial actions. For each box, median is the central box, and the edges of the box represent the 25th and 75th percentiles, while red circles
denote outliers.
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Figure: Detailed model-wise comparison in terms of MOSs, MOSc, MOSi.



3. Observations

Figure: Scatter plots about MOS against its standard deviation (STD) and five-parameter polynomial fitting plots 
(orange line) of three perspectives of action quality.

1. Humans are more consistent in perceiving high-quality actions.
2. Medium- and low-quality actions exhibit greater diversity, leading to a more pronounced divergence 

among individuals.
3. The perception of spatial quality distortion in action is less divergent than the temporal consistency 

and rationality distortion



4. Experiments

➢We want to figure out (main results):

• Do conventional AQA methods still work?

• Which action-related metric performs better?

• The performance of video quality assessment (VQA) methods.

• What about the video-text alignment metrics?



4. Experiments

Table: Performance benchmark on GAIA. All-Combined indicates that we sum the MOS of three dimensions and rescale
it to [0, 100] as the overall action quality score. ♠, ♣, ♢, and ♡ denote the evaluated conventional AQA method,
action-related metrics, VQA methods, and video-text alignment metrics, respectively. All experiments for AQA and
VQA methods are retrained on each dimension under 10 random train-test splits at a ratio of 8:2.



4. Experiments

➢We want to figure out (extended results):

• Whether CLIP-based metrics excel in assessing action quality?

• Whether the combination of different metrics can improve the perceptual consistency 

of action quality?



4. Experiments

Table: Performance comparison on coarse-grained actions (whole-body) and fine-grained actions (hand and
facial) from GAIA dataset.



4. Experiments

Table: Results for the combination of different metrics on the GAIA dataset.
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