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Background

Cheng Chen et al. "CoIN: A Benchmark of Continual Instruction Tuning for Multimodal Large Language Models." NeurIPS 2024 
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Problem
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Motivation

➢ Investigate the catastrophic forgetting of MLLMs in instruction tuning phrase.

➢ Lacking of a suitable instruction tuning benchmark, we construct a continual 

instruction tuning benchmark by publicly available vision-language datasets.
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CoIN

Cheng Chen et al. "CoIN: A Benchmark of Continual Instruction Tuning for Multimodal Large Language Models." NeurIPS 2024 
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CoIN
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CoIN

Cheng Chen et al. "CoIN: A Benchmark of Continual Instruction Tuning for Multimodal Large Language Models." NeurIPS 2024 

MLLMs may correctly answer the 

question logically as "Two apples" while 

the ground truth is "Two"

Directly compare the outputs 

of MLLMs with ground truths.

Two apples Two

Reasoning Capability:Truth Alignment:

Metrics: Mean Average Accuracy (MAA): Backward Transfer (BWT):
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Experiments

Cheng Chen et al. "CoIN: A Benchmark of Continual Instruction Tuning for Multimodal Large Language Models." NeurIPS 2024 

The results evaluating the Truth Alignment ability are presented. The first line of Sequential Finetune are the 

results for each task evaluated when just tuned on the corresponding task, and the second line displays the final 

results of each task after fine-tuning on the last task.
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Experiments

Cheng Chen et al. "CoIN: A Benchmark of Continual Instruction Tuning for Multimodal Large Language Models." NeurIPS 2024 

The evaluation results of Reasoning Capability are presented
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Experiments

Cheng Chen et al. "CoIN: A Benchmark of Continual Instruction Tuning for Multimodal Large Language Models." NeurIPS 2024 

The comparison of Qwen with GPT-4 and user study as a evaluator are presented

Whether is Qwen a good evaluator?
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Experiments

Cheng Chen et al. "CoIN: A Benchmark of Continual Instruction Tuning for Multimodal Large Language Models." NeurIPS 2024 

The results of LLaVA about different task orders are presented

What factors affect the performance?
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Experiments

Cheng Chen et al. "CoIN: A Benchmark of Continual Instruction Tuning for Multimodal Large Language Models." NeurIPS 2024 

The results of LLaVA about different instruction templates are presented

What factors affect the performance?
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Experiments

Cheng Chen et al. "CoIN: A Benchmark of Continual Instruction Tuning for Multimodal Large Language Models." NeurIPS 2024 

What factors affect the performance?

The results of LLaVA about different data volumes are presented
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MoELoRA

Cheng Chen et al. "CoIN: A Benchmark of Continual Instruction Tuning for Multimodal Large Language Models." NeurIPS 2024 

The results evaluating the Truth Alignment and Reasoning Capability of LLaVA about 

different model size are presented
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Example Analysis

Cheng Chen et al. "CoIN: A Benchmark of Continual Instruction Tuning for Multimodal Large Language Models." NeurIPS 2024 
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MoELoRA

Cheng Chen et al. "CoIN: A Benchmark of Continual Instruction Tuning for Multimodal Large Language Models." NeurIPS 2024 

The results of LLaVA about different numbers of experts are presented
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MoELoRA

Cheng Chen et al. "CoIN: A Benchmark of Continual Instruction Tuning for Multimodal Large Language Models." NeurIPS 2024 

The comparison with other continual learning methods based on LLaVA is presented



Thanks

GitHub: https://github.com/zackschen/CoIN

Contacting us if you have any questions:

Email: cczacks@gmail.com

mailto:cczacks@gmail.com

