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Overview

Correct analysis of clinical records is crucial for treatment planning.
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Overview

Complex and lengthy records can overwhelm doctors and increase diagnostic errors.

Clinical Note

Records are complex

Lack of specialist

Misdiagnosis

Automatic diagnosis is necessary
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Overview

Recently, large language models (LLMs) have shown their power in a variety of language tasks.
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Overview

Black Box

It is important that LLMs are explainable and consistent with physicians.

Diagnosis

LLMs

The reason is 

unknown

Clinical notes are complex 

and lengthy

It is difficult to explain the reasons and 

process that led to the results

Even GPT-4 is prone to lack of expertise, 

misunderstandings, and misdiagnosis
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Overview

The diagnostic process of a human doctor follows existing diagnostic rules.

When a patient is admitted, an initial consultation takes place to collect subjective information. Subsequent 

observations may then require further examination to confirm the diagnosis.
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Overview

Clinical Note

＋

Combining LLMs and knowledge graphs to 

achieve high accuracy
Useful for practical clinical applications

Diagnosis and reasoning
Input Output

Construct

Specailist Benchmark

Pipeline
Evaluation

An interpretable pipeline

A benchmark dataset
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Diagnostic Knowledge Graph

UMLS Knowledge Graph (existing)

• Only provide relations for simple words (For use this KG, input has 

to be split into words.)

• No experimental values.

Our Diagnostic Knowledge Graph

Diagnostic Nodes

Premise Nodes Supporting Edges

Procedural Edges

Leaf Nodes

Olivier Bodenreider. The unified medical language system (UMLS): integrating biomedical terminology. Nucleic acids research, 32:D267–D270, 2004.
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Data Annotation

Annotated by 9 clinical physicians and subsequently verified for accuracy and completeness by three senior medical experts.

An annotation sample of Heart Failure (HF). The left part is the clinical note alongside extracted observations by a doctor. The middle 

part outlines the steps of the rationale for the premise corresponding to each diagnostic node shown in the right part.
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Data Statistics and Task Definition

Statistics of 5 medical domains.Statistics of all 25 disease categories, 511 annotations.

Each note only has a primary discharge diagnosis (PDD) in 

Task 1

Task 2
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An AI Agent Pipeline

Our baseline comprises three LLM-based modules: narrowing-down U, perception W, and reasoning V. 
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Experiment Results

• Accuracy of diagnosis (Acc)

• Completeness of observations (Obs)

• Faithfulness of explanations (Exp) 

Auto Evaluation via LLama3 8B
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Experiment Results

Performance of LLama3 70B, GPT-3.5, and GPT-4 under different medical domains.
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Experiment Results

Consistency of automated evaluation metrics with human judgments.
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Generated Samples From GPT-4

An example prediction for a clinical note with PDD of GERD by GPT-4

An example prediction for a clinical note with PDD of Hemorrhagic Stroke by GPT-4.

Purple, orange, and red indicate ground truth, prediction, and common in both, respectively.
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