When LLMs Meet Cunning Texts: A Fallacy
Understanding Benchmark for Large Language Models

Abstract

Recently, Large Language Models (LLMs) make remarkable evolutions in
language understanding and generation. Following this, various benchmarks
for measuring all kinds of capabilities of LLMs have sprung up. In this paper,
we challenge the reasoning and understanding abilites of LLMs by
proposing a FaLlacy Understanding Benchmark (FLUB) containing cunning
texts that are easy for humans to understand but difficult for models to
grasp. Specifically, the cunning texts that FLUB focuses on mainly consist of
the tricky, humorous, and misleading texts collected from the real internet
environment. And we design three tasks with increasing difficulty in the
FLUB benchmark to evaluate the fallacy understanding ability of LLMs.
Based on FLUB, we investigate the performance of multiple representative
and advanced LLMs, reflecting our FLUB is challenging and worthy of more
future study. Interesting discoveries and valuable insights are achieved in
our extensive experiments and detailed analyses. We hope that our
benchmark can encourage the community to improve LLMs' ability to
available at

understand fallacies. Our data and codes are

https://github.com/THUKElab/FLUB.

The FLUB Benchmark

we collect real cunning texts as our raw data from a famous Chinese online
forum, the “Ruozhiba”. This forum is popular for its cunning and
unreasonable posts, which are generally easy for humans to understand but
challenging for LLMs. The characteristics of the posts contained in this forum
are consistent with our research motivation, so choosing it as the data source
well supports FLUB's evaluation of LLMs’ fallacy understanding ability. After
data cleaning and annotating of cunning types, FLUB has 8 fine-grained
types of cunning texts and most of the texts in FLUB fall into two types of
fallacy, namely, faulty reasoning and word game. Moreover, we also manually
annotated one correct answer (i.e., the explanation of the cunning text) and
three confusing wrong answers for each input text in FLUB.
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The Cunning Types of FLUB Automatic Evaluation Results

Table 1: We bold the optimal and underline the suboptimal of closed/open-source models. We report

Cunning Type Definition Example . .
the overall performance by calculating the geometric mean of the three tasks. We color the result
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ok ha sovers AT, and hy o o s Models P Accuracy F-1 Score GPT-4 Score Performance
pr— A D e T e e Source wloCoT ~CoT wioCoT ColT wloCoT Col wioColT CoT
ikl e cuee e US. ERNIE-Bot-3.5-Turbo [15] X 3297 34650 199 609" 578 58" 724 10727
X EXEMEANGTRRS, RTRSLIEOLRE, ERITAAE? ERNIE-Bot-3.5[15] X 52.76 38.37¢ 10.33 11157 6.35 6.224 15.13 13.86%
Ambiguity B e e s e i A ERNIE-Bot-4.0 [15] X 7566 7134 1184 1442 773 811" 1906  20.28"
= GPT-3.5-Turbo [16] x 5048 4808  3.09 6157 623 7000 991 12747
okl e ———— . eoniatctn e T e GPT-4-Turbo [16] x 7938 8273" 1231 13977 895 9217 2060  22.00"
o ChatGLM3-68 [17] v 3585 35014 748 9.34" 498 482 1101 11647
e STl e Quen-7B-Chat [18] v 3849 3369 800  1097" 539 5657 1184  11.98"
Qwen-14B-Chat [18] v 4257 43057 1034 10447 524 624" 1321 14107
wEg H BB TR, DERETEEARRRR. s mpiissap e i A S Quen-72B-Chat [18] v 5863  6151" 932 1226 734 790" 1589 18.13"
R e e Yi-6B-Chat [19] v 3237 2926 8.87 9.84" 5.73 539 1181  11.58
- ARTORER, MEIOMABATIABAOBARAL Yi-34B-Chat [19] %4 4796  4880" 474 11700 697  7.52" 1166  16.17"
Wk Garte e o e Baichuan2-7B-Chat [20] v 43.17 37.17¢ 1.02 445" 548 485" 6.23 9.29"
Baichuan2-13B-Chat [20] v 37.05 38017 352 458" 5.79 5.847 9.11 10.06"
EaR e e e o o e o Random - 25.00 7.90
Human - 93.35 63.69

The Benchmark Task Setups of FLUB =

® Task 1: Answer Selection. In Task 1, LLMs are required to select the correct answer
from four given candidate explanations for each input text. . The design motivation of
this task is to test whether LLMs can distinguish right from wrong when seeing the
correct and wrong answers in the context of a given cunning text.

® Task 2: Cunning Type Classification. If LLMs are directly tasked with determining Shot ’ Shot "ot

Figure 3: The results of in-context learning with 0/1/2/5-shots demonstrations.
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the corresponding cunning type, it will help us in conducting an initial automated
assessment of the LLM’s understanding ability. The cunning type classification task is
specifically designed to evaluate whether LLMs can classify the cunning text into  Human Evaluation of Exp|anati0n
categories aligned with human intuition based on the hidden irrational aspects within
the current text.

Human GPT-4 Correlation

® Task 3: Fallacy Explanation. To further test whether LLMs truly understand the given Models
cunning text, we design the explanation task. In this task, the designed prompt and GPT-4-Turbo 7.12 8.60 0.57
input texts are directly input into LLMs, enabling them to “read” input texts and
generate corresponding explanations. ERNIE-Bot-4.0 5.82 7.20 0.71
® Automatic Evaluation Metrics: For Task 1, we calculate Accuracy directly based on Qwen_7ZB_Chat 5.74 7.82 0.42
the LLMs’ selection results. For Task 2, considering that there are a few cunning types Yi-34B-Chat 5.42 6.44 0.74
in FLUB with small sample size, we choose the F-1 Score to measure the ~Baichuan2-13B-Chat 4.42 5.84 0.63

0.69

performance of LLMs. For Task 3, we assign a GPT-4 Score ranging from 1 to 10.

® Human Evaluation Settings: For Task 1 and Task 2, we conduct human
evaluations to explore how well human-level intelligence could perform these
two tasks. For the human evaluation of Task 3, we mainly want to verify the
effectiveness of the automatic GPT-4 score we use, therefore, we hire 3 evaluation
annotators to rate LLMs’ explanations, with scores ranging from {1, 2, 3, 4, 5}.

Overall - -

(a) The examples of how LLMs and humans per-
form when faced with cunning texts. The LLM we
use is ChatGPT-3.5 on Jan 23, 2024.

(b) We design three tasks, namely Cunning Type
Classification, Fallacy Explanation, and Answer
Selection (i.e., Multiple Choice).

Figure 1: The running examples and annotation examples of FLUB.




