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The Existing VideoQA benchmarks have following limitations:

1. Short Videos: Existing
VideoQA datasets primarily
consist of short videos (less
than a minute), that
deviate from the real
application scenario.

3. Biased Evaluation: Our preliminary
study indicates that GPT-3.5-based
evaluation is less accurate and
exhibits significant discrepancy
relative to human preferences,
diminishing the credibility of the
evaluation results.

2. Limited
Capabilities: Current 
VideoQA
benchmarks are 
limited to several 
basic video tasks. 

Great 
Bias
In 
Judge

Low duration and shot numbers



The project aims at designing a new VideoQA benchmark 
featuring the following characteristics: 

1. The benchmark needs to cover videos of multiple lengths and shots, 
mirroring practical use cases.

2. This benchmark needs to cover a wide range of capabilities related 
to video comprehension, with sufficient consideration of temporal.

3. The benchmark should be evaluated based on more advanced 
LLMs (like GPT-4 or Qwen).



Follow the MMBench, We design a 

taxonomy of multi-modal 

video understanding capabilities:

1. The taxonomy features 3 capability 
levels and 26 fine-grained 
capabilities.

2. The two most fundamental L-1 
capabilities are perception & 
reasoning. 

3. Three additional L-2 capabilities: 
Hallucination, Commonsense 
Reasoning, Temporal Reasoning



Dataset collection and Quality Control: 
1. Each question should evaluate one or 

multiple leaf capabilities.
2. You are encouraged to formulate temporal 

indispensable questions…
3. Avoid including specific timestamps in the 

questions
4. The questions should be free-form and 

exhibit linguistic diversified ..
5. Please provide informative and detailed 

answers for each question

Five Guidelines:

Data Collection
(follow 5 guidelines)

Video Length/Shot

Video Type

Video Understanding Capabilities

Cross Validation 
Manually

LVLM-based 
filtering mechanism



How to Calculate GDP
according to this video?

GDP = C + I + G + (X - M). 
GDP equals the sum of 
consumption, private 

investment, government 
spending, and net exports.

MMBench-Video Example:

How many financial terms 
does this video explain?

A total of 5 terms are 
discussed in the video. 

Respectively GDP, GNP, GNI, 
CPI, and PPI.

What is this video 
mainly about?

This video explains some 
financial terms.



MMBench-Video highlight features: 

1. Long-form, multi-shot video 
benchmarks

👈Duration 
Distribution of 
MMBench-Video

👆Shot Number 
Distribution 
ComparisonØ boasts a substantially greater average duration 

than existing benchmarks. 
Ø significantly surpasses all other benchmarks in

average shot count.



MMBench-Video highlight features: 

2. Rich linguistic diversity
3. Comprehensive Capability Coverage in

video understanding



MMBench-Video highlight features: 

4. Adequate Temporal Indispensability

1. Allow most videos for its content to be 
adequately represented by a single frame. 

2. Many of the QAs are too simplistic

Exhibit Great 
Temporal Importance 

of MMBench-Video



Main Results (Oct. 2024) 

Full results shows 
on the OpenVLM
Video Leaderboard.



Performance of Video-LLMs on Image VQA Benchmarks



The Superior Performance of GPT-4 as a Judge



Thanks for your attention! 
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