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1. Introduction

● LLMs have extensive knowledge about the world, but most evaluations 
have been limited to global or anglocentric subjects.

● How well do these models perform on topics relevant to other cultures, 
whose presence on the web is not that prominent?

● To address this gap, we introduce BertaQA, a multiple-choice trivia 
dataset
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2. BertaQA

● First dataset with annotated questions related to the Basque and global cultures.
● 4756 parallel examples in Basque and English. 
● Divided into 8 categories and 3 difficulties.
● Local subset with questions pertinent to the Basque culture
● Global subset with questions of broader interest.
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3. Main results in English

● Open and commercial models much 
worse in local than global.

● Bigger difference for open models.
● Performance on local and global 

correlated.
● Scaling differences open vs closed.
● Easier to improve on global questions.
● But this subset starts saturating for the 

strongest models.
● Resulting in bigger improvements on 

the local subset.
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4. Local knowledge transfer from Basque to English

● Local models trained with continued 
pretraining in Basque improve on 
local questions in English.

● Local models become worse on 
global questions.

● Bigger degradation and smaller 
improvement for the smallest model.

● Previous conclusions uncomplete, 
challenges curse of multilinguality.
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5. Comparison of English and Basque

● Worse results in Basque for most 
models

● Local models better at answering 
local questions in Basque and global 
questions in English.

● Knowledge transfer is not perfect 
across languages.

● Local and global knowledge not 
transferred completely.
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6. Translate-test and self-translate

● For Llama 2, translate-test improves 
results when compared to Basque. 
Self-translate does not provide big 
improvements.

● For local models, translate-test 
worsens results. Self-translate is 
better than translate-test, still does 
not reach Basque.

● For Gemma, translation improves 
global and harms local a bit.

● Overall, translation is better for 
global, does not work well on local.
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Thank you!
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