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Outline

❖ Background: Why this dataset?

❖ How to construct a pre-training corpus for math?
➢ data collection, filtering, cleaning, and deduplication

❖ Experimental Results: demonstrate the effectiveness of corpus and pipeline

❖ Takeaways



Historical Changes on Pre-training Corpora

• Books and Wikipedia (GPT, BERT);
• Web pages, e.g., reddit and Common Crawl, (GPT-2, T5);
• CC, WebText, Books, Wikipedia (GPT-3)
• Pile (GPT-Neo..)
• MassiveText (Gopher) 
• Web pages, Books, Wikipedia, News, Code, Social media conversations.. (PaLM)
• ROOTS (BLOOM)
• The Stack (StarCoder)
• RedPajama (a reproduction of LLaMA’s corpora)
• SlimPajama, RedPajama v2
• RefinedWeb, web-only, (Falcon..)
• Dolma (web pages, code, Reddit, Semantic Scholoar, Books, Wiki)
• FineWeb (-edu) (web-only)
• DCLM-baseline (web-only)

High-quality, large-scale corpora are the cornerstone of building powerful LLMs

Today, many LLMs, such as GPT-4, Mistral, Gemini, no longer provide pre-training data, even technical 
details.



Background: Pre-training Corpora for Math

At that time (in 2023), researchers mainly focus on math SFT due to the lack of math 
pre-training corpora and other factors.
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WizardMath (Luo et al., 2023)

Abel (Chern et al., 2023)

MAmmoTH (Yue et al., 2023)

…..

Google Minerva’s Corpus (38.5B tokens)

OpenAI’s MathMix (1.5B tokens)

Unfortunately, closed source

Note that OpenWebMath (Paster et al., 2023) is conducting work concurrently with ours.



MathPile: Overview



MathPile: Data Processing Pipeline

❖ Step 1: Data collection from various sources
➢ with necessary preprocessing (cleaning, filtering)

❖ Step 2: Global Data Processing Pipeline
➢ Language Identification, Cleaning & Filtering, Deduplication, Decontamination 



MathPile: Statistics 



Continual Pre-training Experiments

- Base model: Mistral-7B-v0.1 (SOTA LLM at that time)

- Benchmarks: 

- Elemental Math: GSM8K, MMLU-Math

- High-school: MATH, AGIEval-SAT-MATH, AQuA, MathQA;

- College: MMLU-Math

- Few-shot Prompting Evaluation



The Effectiveness of MathPile



The Effectiveness of Data Processing Pipeline

❖ Taking Wikipedia as an example
❖ ablation on two decisions:

➢ perform global data processing or not
■ specifically, LangID, filtering & cleaning, dedup

➢ fix LaTeX display issues or not



The Effectiveness of Data Processing Pipeline



Takeaways

- MathPile, a 9.5B tokens corpus for math domain, with diverse sources, 
covering textbooks, scientific papers, web pages, Community QA, and wiki.

- This corpus have been used in many studies so far, usage including but not 
limited to pre-training, data synthesis and benchmarking.

- Some limitations:
- only focus on English
- many decisions were made empirically, not always optimal.
- without employing model-based data filtering to improve quality.
- subset like common crawl could be expanded.



Thanks

❖ Paper: https://huggingface.co/papers/2312.17120

❖ Github: https://github.com/GAIR-NLP/MathPile/

❖ Dataset (Research-only): https://huggingface.co/datasets/GAIR/MathPile

❖ Dataset (Commerical use): https://huggingface.co/datasets/GAIR/MathPile_Commercial

feel free to email me: zzwang.nlp@gmail.com


