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Motivation
• Large Language Models (LLM) have shown good results in many 

benchmarks

• Current multiple-choice QA benchmarks do not reflect the real-
world use of LLMs

-> CiteME a benchmark that tests reasoning in the context of 
scientific claim attribution.
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CiteME
130 Questions

Human accuracy: 69.7%  |  GPT-4o accuracy: 0%
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CiteAgent
• LLM backbone (GPT-4o, Claude 3, …)
• Receives CiteME excerpt
• Tools

• Search (by relevance/citation count)
• Read (get entire paper content)
• Select (choose paper from searches)
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Results

Results for o1-preview and Claude-3.5 can be found in the 
paper or at the poster presentation
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