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Background
• GNNs rely heavily on high quality labelled data. However, it could be labor-intensive to 

annotate sufficient labels.

• Applying a well-trained classifier to another graph can yield inferior performance.
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Node Classification ACC: 92%
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Related Work

Unsupervised Graph Domain Adaptation (UGDA) has become an important solution 
for transferring knowledge from a labeled source graph to an unlabeled target graph. 
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Challenges
• Inadequate Evaluation of Domain Distribution Discrepancies. 

• Lack of Standard, Fair, and Comprehensive Comparisons. 

• Limited Investigation on GNN Inherent Transferability. 
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The distribution shifts in node attributes, graph structures, and label proportions between graphs will significantly
influence the adaptation performance and result in various adaptation scenarios. However, the types and magnitudes
of distribution discrepancies among different domains have not been thoroughly evaluated and discussed.

It is still unclear how data shift impose challenges on GNN and how to unleash the transferabililty power for GNN. 
Understanding the key components that affect adaptation in GNN will be crucial for enhancing GNN’s transferabililty, 
which is still an open problem. 

The utilization of distinct datasets, varying data processing methodologies, and divergent data partitioning strategies 
results in incomparability across different findings. Further more, they are mainly evaluated against limited baselines 
with constrained scenarios, which lack validation of the model’s capability in more diverse or complex applications. 



For node classification tasks, we have carefully selected five widely used public datasets and 
compiled a comprehensive collection comprising 74 distinct source-target adaptation pairs. 

Datasets

(1) Wide range of distribution shift. (2) Different scales with variant spans. (3) Various downstream applications. 
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Compared Models
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• Specialized UGDA Methods.

• SimGDA: Vanilla DA with GNN Variants.

• SimGDA+: SimGDA with Unsupervised Techniques. 

This group includes specifically designed algorithms for graph domain adaptation task. 

To understand the inherent transferability of GNN, we delve into its aggregation process and decouple it from two 
perspectives: how to aggregate and what to aggregate. Then, we get 14 models by combining variants with two vanilla 
DA methods. 

To further unlock the power of GNN for graph domain adaptation, we enhance SimGDA with unsupervised graph 
learning techniques on unlabeled target graph, which allows the model to learn meaningful representations without 
relying on domain-specific labels. We implement three unsupervised techniques in an end-to-end manner.
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Compared Models
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• Specialized UGDA Methods.
Specifically designed algorithms for graph domain adaptation task.

• SimGDA: Vanilla DA with GNN Variants.
14 models by decoupling aggregation process from two perspectives.

• SimGDA+: SimGDA with Unsupervised Techniques.
Enhance SimGDA with three unsupervised graph learning techniques on unlabeled target graph.

How to aggregate

What to aggregate
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Overall Comparisons
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• Observation 1: When facing significant shifts, it is important to design solutions tailored 
to mitigate structural discrepancies. 

Table 2&3: We compared MicroF1 of each model on Airport, Blog, and ArnetMiner. We evaluated Macro-F1 on MAG and AUROC scores on Twitch. Highlighted 
are the top first, second, and third results. Results for other tasks can be found in Appendix D. 

DA Incorporated 
Node Embedding

Structure Shift 
Directed 
Alignment 

Domain Adaptive 
Message Passing 



Overall Comparisons
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• Observation 2: Domain-adaptive message passing methods demonstrate superior and 
robust performance across a wide range of datasets and tasks. 

Table 2&3: We compared MicroF1 of each model on Airport, Blog, and ArnetMiner. We evaluated Macro-F1 on MAG and AUROC scores on Twitch. Highlighted 
are the top first, second, and third results. Results for other tasks can be found in Appendix D. 

DA Incorporated 
Node Embedding

Structure Shift 
Directed 
Alignment 

Domain Adaptive 
Message Passing 



Understanding the inherent power of GNN 

• Observation 3: SimGDA achieves competitive performance compared with UGDA 
methods.

Revisiting, Benchmarking and Understanding Unsupervised Graph Domain Adaptation 11

Table 2&3: We compared MicroF1 of each model on Airport, Blog, and ArnetMiner. We evaluated Macro-F1 on MAG and AUROC scores on Twitch. Highlighted 
are the top first, second, and third results. Results for other tasks can be found in Appendix D. 

DA Incorporated 
Node Embedding

Structure Shift 
Directed 
Alignment 

Domain Adaptive 
Message Passing 



Understanding the inherent power of GNN 

• Observation 4: The benefit of multi-hop neighbors depends on the degree of label shift 
and graph heterophily. 
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The impact of structural information varies depending on the dataset with diverse degree of label shift. 



Understanding the inherent power of GNN 

• Observation 4: The benefit of multi-hop neighbors depends on the degree of label shift 
and graph heterophily. 
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Heterophilous graphs exhibit a larger degree of conditional shift, and aggregation process may help to mitigate this 
situation by providing a more comprehensive view of the node’s context. 



Understanding the inherent power of GNN 

• Observation 5: A source-unbiased discriminative aggregation mechanism is needed. 
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Superiority of the GCN aggregator over mean and max emphasizes the necessity of a discriminative aggregation 
operator with highly expressive power. 



Understanding the inherent power of GNN 

• Observation 5: A source-unbiased discriminative aggregation mechanism is needed. 
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Source-bised discriminative aggregation mechanisms deteriorate the model’s transfer capability. 



Unlocking the inherent power of GNN 
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• Observation 6: GNNs can serve as a powerful graph domain adaptor with appropriate 
aggregators, careful selection of neighbor hops, and unsupervised learning techniques.

Table 2&3: We compared MicroF1 of each model on Airport, Blog, and ArnetMiner. We evaluated Macro-F1 on MAG and AUROC scores on Twitch. Highlighted 
are the top first, second, and third results. Results for other tasks can be found in Appendix D. 

DA Incorporated 
Node Embedding

Structure Shift 
Directed 
Alignment 

Domain Adaptive 
Message Passing 



Conclusions

• The performance of current UGDA models varies greatly across different datasets 
and adaptation scenarios; 

• It is crucial to develop tailored strategies to address graph structural shifts, especially 
when the distribution discrepancies are significant; 

• The GNN’s transferability in UGDA heavily relies on two factors: aggregation scope 
and aggregation architecture, which are influenced by the severity of label shift and 
the level of graph heterophily, etc; 

• The inherent adaptability of GNNs is largely underestimated by existing methods, 
which motivates the investigate of a simple yet effective model that relies heavily on 
GNN’s property. 
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• Consistent API and detailed documentation.

• Covering all GDA baseline models.

• Scalable architecture for batch processing of 

large graph data.

• Fully compatible with PyG data structures.

PyGDA
Quickly Build with Only 4 Lines
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PyGDA
Quickly Build with Only 4 Lines



Border Impacts and Limitations 
Our benchmark fosters innovation and advances research in graph domain adaptation by 
providing a standardized evaluation platform, leading to the development of more effective 

algorithms. This standardization helps researchers compare methods more fairly, driving progress 

and collaboration within the field. 

However, benchmark datasets may introduce limitations that could impact the generalization of

findings to real-world scenarios. This risk includes the potential for unrealistic performance
expectations if the benchmark does not adequately represent the diversity and complexity of real-

world data. We plan to enhance GDABench by including more settings such as source-free and

open-set scenarios. This expansion will help to cover a wider range of domain adaptation

challenges, thereby fostering the development of algorithms that are not only more robust but also

versatile enough to navigate the complexities of diverse and dynamic real-world scenarios. This
trajectory in research will be pivotal in advancing the capabilities of domain adaptation techniques,

ensuring their applicability and efficacy across various domains and evolving data landscapes.
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