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Pose-Guided Human Image Animation

Animate Anyone [Hu et. al. 2024] Champ [Zhu et. al. 2024]

Limitations: (1) Static-camera videos only; (2) No public training data.



Pose-Guided Human Image Animation

Animate Anyone [Hu et. al. 2024] Champ [Zhu et. al. 2024]



How about Creating a Movie?

How are movies made?
https://www.youtube.com/watch?v=NnnuleYz8vU

In addition to subject movement in Animate Anyone,
movie creation requires more controllable abilities:
Camera, Scene and Object.

In this paper, we focus on controlling both human
movement and camera movement in video diffusion
models.
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Camera-controllable Human Image Animation

Challenges:
(1) Training data;
(2) Model design



Existing Video Datasets: WebVid10M [Bain et. al. 2021]

• Pros: Large scale, estimated #human videos > 300 K

• Cons:
• Low resolution, only horizontal orientation, watermarks, 

• No camera annotations, some frames may not contains human appearance if
the camera movement is large

• There are a lot of human-object interactions, it is difficult to remove them

Good example: large human IoU, no objects Bad example: many objects, no human face in some frames



Existing Video Datasets: Kinetics & AVA
• Pros: Large scale

• Cons:
• Videos in AVA could have shot changes

• High resolutions but low quality, humans may only occupy a very small region

• Unstable camera poses without annotations, some frames may not contains
human appearance if the camera movement is large

• There are a lot of human-object interactions, it is difficult to remove them

Kinetics Dataset [Kay et. al. 2017] AVA Dataset [Gu et. al. 2018]



Existing Video Datasets: UBC & TikTok
• Pros: Human videos, high resolution, good quality

• Cons:
• Very small scale (500 for UBC, 340 for TikTok), hard to finetune video diffusion

models on them

• Static camera only

• Limited diversity of background

TikTok Dataset [Jafarian et. al. 2021] UBC Dataset [Zablotskaia et. al. 2019]



Existing Video Datasets: RealEstate10K
• Pros: Large-scale high-quality videos with annotation of cameras

• Cons:
• There are no humans. Scene only.

RealEstate10K Dataset [Zhou et. al. 2018]



Summary of Existing Video Datasets

• No large-scale human video dataset with high-quality, high resolution
videos

• No human video datasets have high-quality camera annotations

• It is even hard to reproduce the performance of methods like Animate
Anyone and Champ due to their private datasets!



High-quality Human Video Dataset

• How to curate a high-quality human video dataset?
• Static-camera videos only: hard to collect, cannot enable camera control

• Eliminate the static camera requirement in data collection:
• Current methods (Animate Anyone & Champ) cannot modeling camera

movements, so we cannot directly animate human images only condition on
human pose: add a camera pose encoder!

• Large scale Internet videos do not have accurate camera annotations and complex
camera trajectories: add a synthetic part that ensure accurate and complex camera
poses!

• Then, we could curate human videos from a large corpus according to:
• There are humans: large IoU of human and small #human, by a human detector

• Humans are prominent subjects: confidence of detected human pose keypoints



Internet Videos
• A great copyright-free internet video platform: pexels.com

• Some curated video examples



Synthetic Videos - Illustration
• However, we still need accurate camera annotations. -> Synthetic data!



Synthetic Videos – Camera Trajectories
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Synthetic Videos – Light Condition



Synthetic Videos – Depth/Normal



Synthetic Videos – Statistics



Synthetic Videos – Camera Movement Stat.



Baseline Method - CamAnimate



Quantitative Results

Static camera results Moving camera results



Qualitative Results



Qualitative Results

Please visit our project page for more demos!

 https://humanvid.github.io/

https://humanvid.github.io/


Thank you!
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