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1.1 Challenge & Motivation
Video Anomaly Detection (VAD) presents a 
challenge in real-world scenarios, particularly in 
security and surveillance applications.
Characteristic: unknown, diverse, and infrequent

Motivation
• Current methods struggle with diverse 

anomalies and complex environments.
• Although current surveys are comprehensive, 

they are not portable and lightweight. 



1.2 Contribution

We are motivated to offer a concise review that highlights current challenges, 
research trends, and future directions, providing valuable insights and 
guidance for researchers. 

We propose a new Multi-Scenario Anomaly Detection (MSAD) dataset, a 
high-resolution, real-world anomaly detection benchmark encompassing 
diverse scenarios and anomalies. 

We propose a novel Scenario Adaptive Anomaly Detection (SA²D) model, 
using few-shot learning for efficient adaptation to new scenarios.



2.1 Related Works – Existing Datasets

Drawbacks of existing datasets: Poor quality, Limited scenarios,
Unreasonable anomaly types, Lack of non-human-related anomalies…



3.1 Our MSAD Dataset



3.1 MSAD Dataset

Diverse scenarios, objects, weather and lighting conditions
14 scenarios



3.1 Our MSAD Dataset

Human-related

Anomalies

Non-human-related

Anomalies

11 Anomaly types:
Assault, Explosion, Fighting,
Fire, Object falling, People
falling, Robbery, Shooting,
Traffic accident, Vandalism,
Water incident



3.1 Our MSAD Dataset



3.2 Our Proposed Method - SA²D

Current method only train
the model with different
viewpoints under single
scenario.

Scenario-Adaptive: Apply the
few-shot learning in various
scenarios and finetune the
model in a new scenario.



3.3 Evaluation - Two Protocols

(i) Train on 360 normal videos from 14 scenarios and test 
on the remaining 120 normal videos and 240 abnormal 
videos. This protocol is suitable for evaluating self-
supervised methods. 

(ii) Train on 360 normal and 120 abnormal videos, and 
test on 120 normal and 120 abnormal videos. During 
training, we only provide video-level annotations. This 
protocol is suitable for evaluating weakly-supervised 
methods trained with our video-level annotations.



3.4 Evaluation - Self-supervised Methods



3.4 Evaluation - Weakly-supervised Methods



3.4 Evaluation - Cross dataset

Evaluating the generalization of different weakly-supervised methods.



3.4 Evaluation - Different Anomalies & Scenarios



Thank you!


