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UniBench

vision-language 
model benchmarks in 

a unified codebase 

50+ reveals the limits of 
scaling 

runs 5 minutes on a 
single GPU

for visual reasoning & 
relationals

for representative capabilities

Repo: github.com/facebookresearch/unibench

https://github.com/fairinternal/eval_vlm
http://github.com/facebookresearch/unibench

