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Motivation for the CROP 

 Crop cultivation has historically been a significant challenge, with uncertainties in harvest yields due to factors 

like weather and pest diseases. These issues can lead to reduced agricultural output and food shortages.

 Large language models (LLMs) can generate professional knowledge and context in response to user inquiries, 

finding applications in various fields such as legal consulting and clinical management.

 However, LLMs currently face limitations in specific areas, such as pest management, and the existing 

datasets for agricultural evaluation are insufficient in quantity and locality.
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Overview of the CROP 

To harness the full potential of LLMs for crop science, we propose a suite called CROP, which encompasses 

 an extensive instruction tuning dataset, designed to enhance the domain-specific proficiency of LLMs in 

crop science. 

 a meticulously constructed benchmark, aimed at assessing the performance of LLMs across a variety of 

domain-related tasks.
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CROP Dataset Collection 

 Raw data is first converted to TXT or XLS 

format using text extraction tools. 

 Prompt an LLM to either generate Q&As 

from unstructured data or design 

templates that transform structured data 

into dialogue format. 

 Filtering steps with both human and LLM 

involved.

 An LLM creates tasks under the guidance 

of domain experts and assigns roles to 

two agents. 

 Using task-dependent prompts from 

researchers, the LLM generates dialogues 

with RAG. 

 Filtering steps. 

Schematic overview of the dialogue collection procedure

Schematic overview of the multi-turn dialogue dataset collection procedure
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CROP Dataset Analysis

 The single-turn dialogues comprise 

210,038 high-quality samples. 

 It contains 140,056 dialogue samples for 

rice and 69,482 for corn.

 The multi-turn dialogues include 1,871 

high-quality samples. 

 Each task within the multi-turn dialogues 

possesses a minimum of 80 samples. 

Composition of single-turn dialogues

Composition of multi-turn dialogues
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CROP Benchmark Collection 

 We prompt an LLM to generate MCQs from TXT files. After additional filtering steps with both human and LLM 

involved, we get the CROP benchmark, comprising three difficulty levels.

 We classify the 5,045 questions in the benchmark into three difficulty 

levels: easy, moderate, and difficult.
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CROP Benchmark Analysis

 For corn-related MCQs, the most frequently occurring topics are 

corn variety, biological characteristics, and genetics of corn. 

 For rice-related MCQs, the most frequently occurring topics are 

hybrid rice, rice characteristics, pests, and diseases. 

 CROP benchmark consists of 5045 

Chinese and English MCQs and covers 

22 countries across six continents.
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Examples in CROP

Problem-solving Scenario Personalized Recommendation Scenario
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Experiments

 The performance of selected LLMs on 

the CROP benchmark. 

 GPT-4, Claude-3, and Qwen struggle 

with difficult tasks, demonstrating the 

rationality of difficulty level division and 

the efficacy of the CROP benchmark. 

 The findings indicate that when further 

fine-tuned with the CROP dataset, there 

is an average improvement of 9.2%. 
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Experiments

 The performance of fine-tuned LLMs under different training epochs and languages.

 Different open-source LLMs show distinct convergence tendencies. 

 After four epochs of training, models did not exhibit a remarkable language bias. Results underscore the 

robustness of the model in multilingual contexts, ensuring its applicability in diverse linguistic scenarios.
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Conclusions

 We propose the CROP dataset to improve the professional capabilities of LLMs in the crop science 

domain. 

 We introduce the CROP benchmark to compensate for the absence of an open-source benchmark for 

evaluating models’ expertise in this domain, which comprises MCQs for objective assessment. 

 We hope that the proposed dataset and benchmark can foster AI research in crop science, facilitate 

knowledge transfer for agricultural practitioners, enhance crop yields, and contribute to solving hunger 

issues.
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