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Outline

What is the past/present of VLMs?
Why is benchmarking these VLMs important and challenging?
o data-side
o metric-side
e What we're working on?
o WildVision-Arena
o  WildVision-Bench
e What are future directions for VLMs and their evaluations?
o Analyzing model performances from arena user inputs
o Live benchmarking and leaderboard
e Open-source plan
o Chatdata
o Feedback data



Evolution of VLMs
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Contrastive Learning
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Large Language Model

Vision-and-Language
Representation Learning

*
Queries

Bootstrapping Pre-trained
Image Models

Vision-to-Language
Generative Learning

—> < .

Write a romantic message
that goes along this photo.
Love is like a sunset, it's
hard to see it coming but
when it does it’s so beautiful.

Bootstrapping Pre-trained
arge Language Models (LLMs)

Li et. al, BLIP-2,2023
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How do we evaluate the
VLMs?



A Brief History of VLMs Evaluation

e Task-Specific
o Visual Question Answering
= VQA Al = s { #humans that said ans : 1}

3
o  Grounding Referring Expressions
- RefCOCO ot} = Areajnersection
. . Areaunion
o Image Captioning
N
m  NoCaps CIDEr(c;, ;) = ), wnCIDEr, (ci, S;)
n=1
o Text-lmage Retrieval
. True Positives
m  Flickr Recall =

True Positives + False Negatives



Text VQA

Dataset

Q: Is the boy happy? GT: The man at bat readies to swing at the Q: What is the largest denomination on table?
GT: Yes pitch while the umpire looks on. GT: 500



Text VQA

Dataset

Q: Is the boy happy? GT: The man at bat readies to swing at the Q: What is the largest denomination on table?
GT: Yes pitch while the umpire looks on. GT: 500
Required capability: Required capabilities: Required capabilities:

Recognition Recognition Recognition

Language generation OCR



Dataset

Q: Is the boy happy?
GT: Yes

Required capability:
Recognition

Q: What will the girl on the right write
on the board?
GT: 14

Required capabilities:
Recognition
Spatial awareness
OCR
Math

coCco Text VQA

GT: The man at bat readies to swing at the Q: What is the largest denomination on table?
pitch while the umpire looks on. GT: 500
Required capabilities: Required capabilities:
Recognition Recognition
Language generation OCR
Me: I'lldoitat 8
Time: 8.05

Me: looks like | gotta wait till 9 now

1

Q: Where is this photo taken? Q: Can you explain this meme?
GT: Qatar GT: This meme is a humorous take on
procrastination and the tendency to delay
Required capabilities: tasks until a specific time ...
Recognition Required capabilities:
Knowledge OCR
Recognition
Knowledge

Language generation

Yu et al. MM-Vet: Evaluating Large Multimodal Models for Integrated Capabilities. 2023



Dataset

The original VL problem:

A4 B.3: €2 P2

Liu et al. MMBench: Is Your Multi-modal Model an All-around Player? 2023

Q: How many apples are there in the image?

am: A

4 Passes in Circular Evaluation (choices with circular shift):
1. Q: How many apples are there in the image? Choices: A. 4; B. 3;
2. Q: How many apples are there in the image? Choices: A. 3; B. 2;
3. Q: How many apples are there in the image? Choices: A. 2; B. 1;
4. Q: How many apples are there in the image? Choices: A. 1; B. 4

]

VLM failed at pass 3. Thus

C.
C.

C.
C.
wi

Circular Evaluation
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VLM prediction:
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Dataset

Art & Design

Business

The original VL problem:

Q: How many apples are there in the image?
A4 B.3: €2 P2 qrT: A

4 Passes in Circular Evaluation (choices with circular shift):

1. Q: How many apples are there in the image? Choices: A. 4; B.3; C.2; D. 1
2. Q: How many apples are there in the image? Choices: A. 3; B. 2; C. 1; D. 4
3. Q: How many apples are there in the image? Choices: A. 2; B. 1; C. 4; D. 3.
4. Q: How many apples are there in the image? Choices: A. 1; B. 4; C. 3; D. 2.

VLM failed at pass 3. Thus wrong.

Science

Question: Among the following harmonic intervals, | Question: ...The graph shown is compiled from data Question: <image 1> The region bounded by the
collected by Gallup <image 1>. Find the probability | graph as shown above. Choose an integral

which one is constructed incorrectly?

Options: %:ﬁ =:
(A) Major third <image 1> ﬂlf
(B) Diminished fifth <image 2> B

(C) Minor seventh <image 3> %

(D) Diminished sixth <image 4> ==
Subject: Music; Subfield: Music;

Image Type: Sheet Music;

Difficulty: Medium

Health & Medicine

Question: You are shown subtraction <image 1>,
T2 weighted <image 2> and T1 weighted axial
<image 3> from a screening breast MRI. What is the
etiology of the finding in the left breast?

(A) Susceptibility artifact

. .
(B) Hematoma

Options:

that the selected Emotional Health Index Score is
between 80.5 and 82?

Options:
(A)0 (B) 0.2142 |
(Q0.3571  (D)05 -

Subject: Marketing; Subfield: Market
Research; Image Type: Plots and Charts;
Difficulty: Medium

Humanities & Social Science

Question: In the political |
cartoon, the United States is |
seen as fulfilling which of the |
following roles? <image 1> |
Option:

(A) Oppressor

(B) Imperialist

(C) Savior (D) Isolati

(Q) Fat necrosis (D) Silicone 1

Subject: Clinical Medicine; Subfield: Clinical
Radiology; Image Type: Body Scans: MRI, CT;
Difficulty: Hard

Subject: History; Subfield: Modern
History; Image Type: Comics and Cartoons;
Difficulty: Easy

expression that can be used to find the area of R.
Options: "
@) [Pl - gl P
®) f, lo )~ f()dx I
(© 2IF@ - g(oldx
(D) [ lg@) — x(@)ldx
Subject: Math; Subfield: Calculus;
Image Type: Mathematical Notations;
Difficulty: Easy

Tech & Engineering

Question: Find the VCE for the circuit shown in
<image 1>. Neglect VBE
Answer: 3.75

Explanation: ...IE = [(VEE) /
(RE)] =[G V) / (4 k-ohm)] =
1.25mA; VCE = VCC - IERL =
10V - (1.25 mA) 5 k-ohm;
VCE=10V-625V=375V

Subject: Electronics; Subfield: Analog
electronics; Image Type: Diagrams;
Difficulty: Hard

Liu et al. MMBench: Is Your Multi-modal Model an All-around Player? 2023
Yue et al. MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI. 2023

. VLM prediction:
. VLM prediction:
VLM prediction:
VLM prediction:
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Dataset

Art & Design

Question: Among the following harmonic intervals, | Question: ...The graph shown is compiled from data

which one is constructed incorrectly?

Options: % —
(A) Major third <image 1> ﬂ]f
(B) Diminished fifth <image 2>

(C) Minor seventh <image 3> %

(D) Diminished sixth <image 4> J——jo——j

Subject: Music; Subfield: Music;
Image Type: Sheet Music;
Difficulty: Medium

Health & Medicine

Question: You are shown subtraction <image 1>,
T2 weighted <image 2> and T1 weighted axial
<image 3> from a screening breast MRI. What is the
etiology of the finding in the left breast?

Options: 2
y ..

(A) Susceptibility artifact [
(B) Hematoma -

Business

collected by Gallup <image 1>. Find the probability
that the selected Emotional Health Index Score is
between 80.5 and 82?

Options:
(A)0 (B) 0.2142
(©)0.3571 (D) 0.5

Subject: Marketing; Subfield: Market
Research; Image Type: Plots and Charts;
Difficulty: Medium

Humanities & Social Science

Question: In the political
cartoon, the United States is |
seen as fulfilling which of the |
following roles? <image1> |
Option: |
(A) Oppressor

(B) Imperialist

(C) Savior (D) Isolati

(C) Fat necrosis (D) Silicone 1

Subject: Clinical Medicine; Subfield: Clinical
Radiology; Image Type: Body Scans: MRI, CT;
Difficulty: Hard

Subject: History; Subfield: Modern
History; Image Type: Comics and Cartoons;
Difficulty: Easy

4
1.
2.
3.
4.

The original VL problem:
Q: How many apples are there in the image?
A

4 B.3:.C2 P2

Science

Question: <image 1> The region bounded by the
graph as shown above. Choose an integral
expression that can be used to find the area of R.
Options: v i
(A) f}°1F () - g(oldx
(®) J; g G — F(ldx
(© J2IF () — g(ldx
(D) [ lg@) — x(@)ldx
Subject: Math; Subfield: Calculus;
Image Type: Mathematical Notations;
Difficulty: Easy

Tech & Engineering

Question: Find the VCE for the circuit shown in
<image 1>. Neglect VBE
Answer: 3.75

Explanation: ...IE = [(VEE) /
(RE)] =[G V) / (4 k-ohm)] =
1.25mA; VCE = VCC - IERL =
10V - (125 mA) 5 k-ohm;
VCE=10V-625V=375V

Subject: Electronics; Subfield: Analog
electronics; Image Type: Diagrams;
Difficulty: Hard

Liu et al. MMBench: Is Your Multi-modal Model an All-around Player? 2023
Yue et al. MMMU: A Massive Multi-discipline Multimodal Understanding and Reasoning Benchmark for Expert AGI. 2023
Lu et al. MathVista: Evaluating Mathematical Reasoning of Foundation Models in Visual Contexts. 2023

Passes in Circular Evaluation (choices with circular shift):
Q: How many apples are there in the image? Choices: A. 4; B. 3;
Q: How many apples are there in the image? Choices: A. 3; B. 2;
Q: How many apples are there in the image? Choices: A. 2; B. 1;
Q: How many apples are there in the image? Choices: A. 1; B. 4; C.
VLM failed at pass 3. Thus wrong.

C..2|
C1
C. 4
3

5

Circular Evaluation

D. 1. VLM prediction: A. GT:
D. 4. VLM prediction: D. GT:
D. 3. VLM prediction: B. GT:
D. 2. VLM prediction: B. GT:

VOV D>
AXL&

Question: Find the missing value
in this math puzzle.

Solution:
(5-4p=1
(7-3) =64
8-2p3=216

Similarly, (11 - 8)* =27.

So the missing value is 27.
Answer: 27

Category: Math-targeted

Task: Figure question answering
Context: Puzzle test

Grade: Elementary school
Math: Logical reasoning

05

-

e D I S S S B
Question: Which function is monotonic
in range [0, pi]?

Choices:

(A) the red one (B) the blue one

(C) both (D) none of them

Answer: (B) the blue one

Category: Math-targeted

Task: Textbook question answering
Context: Function plot

Grade: College

Math: Algebraic reasoning

gpt-4.

claude

gpt-3.5-turbo

text-davinci-003
claud,

7

API-based

46 LLMs

bi 1 139

chatgim2
openchat-13b 115
wizardim-30b foi0.83
vicuna-13b i 0,62
wizardim-13b 1059 Open-sourced
LLMs
wizardcod

jolly-v2-12b
oasst-sft-4-12b f.0.0
Avg:0.42

1 2 3 a4
AgentBench Overall Score
Question: What is the performance gap in
the AgentBench Overall Score between
the worst API-based LLM and the best
open-sourced LLM?

Answer: 0.16

Category: Math-targeted

Task: Figure question answering
Context: Scientific figure
Grade: College

Math: Scientific reasoning

(a) IQTest

(b) FunctionQA

(c) PaperQA



A Brief History of VLMs Evaluation

e Task-Specific
o Visual Question Answering
- VQA T, { #humans tgat said ans : 1}
o  Grounding Referring Expressions

- RefCOCO ot} = Areainersection
. . Areaunion
o Image Captioning
N
m  NoCaps CIDEr(c;, ;) = ), wnCIDEr, (ci, S;)
n=1
o Text-lmage Retrieval
. True Positives
u Flickr Recall = True Positives + False Negatives

e Comprehensive Task

o MME, MMBench, MMVet, MMMU ...
o  Multiple choice question answering: Extract (optional), Exact Matching, Accuracy

o Open-ended question answering: using LLM or VLM for single answer scoring/pairwise

voting



A Brief History of VLMs Evaluation

e Task-Specific
o Visual Question Answering
- VQA T, { #humans tgat said ans : 1}
o  Grounding Referring Expressions

- RefCOCO ot} = Areainersection
. . Areaunion
o Image Captioning
N
m  NoCaps CIDEr(c;, ;) = ), wnCIDEr, (ci, S;)
n=1
o Text-lmage Retrieval

True Positives
True Positives + False Negatives

m  Flickr Recall =

e Comprehensive Task
o MME, MMBench, MMVet, MMMU ...
o  Multiple choice answer: Extract (optional), Options Mapping, Accuracy
o  Open-ended: using LLM or VLM for single answer scoring/pairwise voting

e Real World Task
o VislT-Bench, RealWorldQA, ...



Dataset

Reasoning Over
P IOts Android

Safari Opera 1.4%
Chome  99% 44% | Other
16.5% 4.2%

Browser Usage on Wikimedia

How much is the
browser usage for

Art Knowledge

OHHH...
ALRIGHT.

|
i

o

Teach me about this
painting.

Recognition
e b

Where is this?

Location
Understanding

If you are going for a

Home Renovation

Here is a photo of my

picnic at this location,  bathroom. How can |
Firefox and Safari? what items should you design it nicer?
carry with you?
Contextual Figurative Speech Chemical Hazard Identification

Game Playing
Knowledge of Events

Explanation

Identification

Tell me what is notable Someone said that this

orimportant about the  man is an angel. Why?
event in this photo.

Which chemical
compound does this
image represent?

If you are driving and What is the poker hand
come across this shown in the picture?
scenario, what should Is this a good hand?
you do?

Bitton et al. VisIT-Bench: A Benchmark for Vision-Language Instruction Following Inspired by Real-World Use. 2023



Dataset

Thep c I arge
are about the same size.

Reasoning Over Art Knowledge
Plots ., | (e
Safari Opera 1.4% o

Chrome  99% 44% | Other
16.5% 4.2%

Browser Usage on Wikimedia

How much is the Teach me about this
browser usage for painting.
Firefox and Safari?

Contextual
Knowledge of Events

Figurative Speech
Explanation

Tell me what is notable Someone said that this
orimportant about the  man is an angel. Why?
event in this photo.

is larger. C. They

Recognition

Chemical
Identification

Which chemical
compound does this
image represent?

Location
Understanding

Home Renovation

If you are going fora  Here is a photo of my
picnic at this location, bathroom. How can |
what items should you design it nicer?
carry with you?

Hazard Identification =~ Game Playing

If you are driving and What is the poker hand
come across this shown in the picture?
scenario, what should Is this a good hand?
you do?

Bitton et al. VisIT-Bench: A Benchmark for Vision-Language Instruction Following Inspired by Real-World Use. 2023

XAl. RealWorldQA. 2024




Metric

Reference-based

BLEU
BERTScore
ROUGE
SPICE
METEOR
CIDER

Human-written
reference required



Metric

Reference-based Reference-free
B LE U How £ CLIPScore works
BERTScore
ROUGE
SPICE el T
METEOR L Gt
CIDER
Human-written Limited to image-text
reference required matching task

Hessel et al. CLIPScore: A Reference-free Evaluation Metric for Image Captioning. 2022



Metric

Reference-based

BLEU
BERTScore
ROUGE
SPICE
METEOR
CIDER

Human-written
reference required

other on a marshy area. sim.” |2
K —yoece

Reference-free

How £ CLIPScore works

Two dogs run towards each COS,

Limited to image-text
matching task

Hessel et al. CLIPScore: A Reference-free Evaluation Metric for Image Captioning. 2022
Zhang et al. GPT-4V(ision) as a Generalist Evaluator for Vision-Language Tasks. 2024

LLM-based

Single-Answer Grading
Input:

Ababy is laying b
down with a teddy bear.

Judge IA—:"‘N

Template
Pairwise Comparison

Input: Pred:

4y A:Aman withared ...
~ B: Aman with a blue...

Expensive
Consistency
Bias

This score is 65
because the image
does not align with
text....

A wins because it's
more natural..



What are the limits of current
evals?



¥ OpenVLM Main Leaderboard Q About sl SEEDBench_IMG Leaderboard il CCBench Leaderboard il MMBench_TEST_EN Lea:

board ial MMBench_TEST_CN Le:

il MMBench_TEST_EN_V11Leaderboard il MMBench_TEST_CN_V11 Leaderboard il MME Leaderboard il MMVet Leaderboard sl MMMU_VAL Leaderboard il MathVista Leaderboard
il HallusionBench Leaderboard il LLaVABench Leaderbc il A12D Lead il COCO_VAL Leaderboard il ScienceQA_VAL Leac il ScienceQA_TEST Leaderboard
il MMStar Leaderboard il R dQA Leaderboard il TextVQA_VAL Leaderboard il ChartQA_TEST Leaderboard sl OCRVQA_TESTCORE Leaderboard il POPE Leaderboard

Main Evaluation Results

Metrics:

© AvgScore: g

onall VLM 100100, the higher the better).
© AvgRank: The average rank on all VLM Benchmarks (the lower the better).

© AvgScore & Rank are calculated based on selected benchmark. When results for

Avg Score / Rank will be None!!!

By default, we present the overall evaluation results based on 8 VLM benchmarks, sorted by the descending order of Avg Score.
o Thefollowing datasets are included in the main results: MMBench_V11, MMStar, MMMU_VAL, MathVista, OCRBench, AI2D, HallusionBench, MMVet.

© Detailed evaluation results for each dataset (included or not included in main) are provided in the consequent tabs.

Evaluation Dimension

Avg Score Avg Rank MMBench_V11 MMstar MME MMMU_VAL MathVista OCRBench AI2D HallusionBench SEEDBench_IMG
LLaVABench CCBench RealWorldQA POPE ScienceQA_TEST
Model Size Model Type
<4B 4B-10B 10B-208 20B-40B >408 Unknown API OpenSource Proprietary
Rank 4 Method 4 Param (B) 4 Language Model 4 Vision Model 4 Avg Score 4 Avg Rank 4 MMBench_V11 4 MMStar 4 MMMU_VAL &
i GPT-40 (0513, detail- 69.9 1.5 82.2 63.9 69.2
2 GPT-40 (0513, detail- 66.3 3.88 82.8 61.6 62.8
3 Gemini-1.5-Pro 64.4 6 73.9 59.1 60.6
4 GPT-4v (0409, detail- 63.5 7.25 79.8 56 61.7
5 InternVL-Chat-V1.5 26 InternLM2-208 InternViT-6B 61.7 7.62 79.7 57.1 46.8
6 GLM-4v 60.8 10.5 78.6 53.2 45.6
7 GPT-4v (0409, detail- 59.9 12.12 78.8 52.9 62.3
8 Step-1V 59.5 11.75 78 50 49.9
9 InternLM-XComposer2-V 7 InternLM2-78 CLIP ViT-L/14 58.8 13.38 76.5 55.3 39.7
10 MiniCPM-Llama3-v2.5 8 Llama-3-8B-Instruct  Siglip-400M 58.8 12.75 72 51.8 45.8
11 WeMM 7 InternLM2-78 Siglip-400M 58.3 13.12 75.7 57 45.3
12 Qwen-VL-Max QuenLM 58.3 14.5 74.6 49.5 52
13 InternLM-XComposer2-V 7 InternLM2 CLIP ViT-L/14 57.1 15.12 77.6 56.2 41.4

Open VLM Leaderboard

OpenCompass. A Universal Evaluation Platform for Foundation Models. 2024

Mathvista &

61.3

56.5

8§7.7

54.7

54.7

45.6

51.4

44.8

59.4

54.3

54.9

43.4

59.5

il OCRBench Leaderboard

MMVet

OCR
736

628

684

532

OpenVLM Leaderboard covers
e 73 different VLMs
e 23 multi-modal benchmarks

Results obtained from VLMEvalKit
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Main Evaluation Results

Metrics:

© AvgScore: g onallvLM

t0.0- 100, the higher the better).

o AvgRank: The average rank on all VLM Benchmarks (the lower the better).

© AvgScore & Rank are calculated based on selected benchmark. When results for

Avg Score / Rank will be None!!!

By default, we present the overall evaluation results based on 8 VLM benchmarks, sorted by the descending order of Avg Score.

o The following datasets are included in the main results: MMBench_V11, MMStar, MMMU_VAL, MathVista, OCRBench, A12D, HallusionBench, MMVet.

© Detailed evaluation results for each dataset (included or not included in main) are provided in the consequent tabs.

Evaluation Dimension

Avg Score Avg Rank MMBench_V11

LLavABench CCBench RealWorldQA

Model Size
<48 4B-108 108-208 208-408

Rank 4 Method 4 Param (B)

i GPT-40 (0513, detail-

2 GPT-40 (0513, detail-

3 Gemini-1.5-Pro

4 GPT-4v (0409, detail-

5 IntexnVL-Chat-V1.5 26

6 GLM-4v

7 GPT-4v (0409, detail-

8 Step-1V

9 InternLM-XComposer2-V 7

10 MiniCPM-Llama3-v2.5 8

11 WeMM 7

12 Qwen-VL-Max

13 InternLM-XComposer2-V 7

MMStar MME MMMU_VAL
POPE ScienceQA_TEST
>408 Unknown

Language Model

InternlM2-208

InternLM2-7B
Llama-3-8B-Instruct
InternLM2-78

QwenLM

IntexnLM2

4 Vision Model

InternviT-6B

CLIP ViT-L/14
Siglip-400M

Siglip-460M

CLIP ViT-L/14

Open VLM Leaderboard

OpenCompass. A Universal Evaluation Platform for Foundation Models. 2024

MathVista OCRBench
Model Type
AP OpenSource

4 Avg Score 4 Avg Rank 4
69.9 1.5
66.3 3.88
64.4 6
63.5 7.25
61.7 7.62
60.8 10.5
59.9 12.12
59.5 11.75
58.8 13.38
58.8 12.75
58.3 13.12
58.3 14.5
57.1 15.12

MMBench_V11
2

82

82

23

79

79.

78.

78.

78

76.

=

75.

74.

7L

AI2D

.8

HallusionBench

Proprietary

61.

59

56

57.

50

bbb

8.

57

49.

MMStar
63.

9

SEEDBench_IMG

MMMU_VAL
69.

62.
60.
61.
46.
45.
62.
49.
39.
45,

45.

52

41.

2

8

Mathvista
61.

56.

57.

54.

54.

45.

51.

a4,

59.

54.

54.

43.

59.

MMVet

3

A

628

684

532

-> Fixed Data
-> Not Interactive
-=> Contamination Issue
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¥ OpenVLM Main Leaderboard Il SEEDBench_IMG Leader il CCBench Leaderboard

il MMBench_TEST_EN_V11 Leaderboard il MMBench_TEST_CN_V11 Leaderboard il MME Leaderboard

il HallusionBench Leaderboard il LLaVABench Leaderboa il A12D Leader il COCO_VAL Lea

Il MMStar Leaderboard il RealWorldQA Leaderboard Il TextVQA_VAL Lea

il ChartQA_TES'

Main Evaluation Results

Metrics:

© AvgScore: g onallvLM t00- 100, the higher the better).

o AvgRank: The average rank on all VLM Benchmarks (the lower the better).

sl MMBench_TEST_EN Leaderboarc

il MMVet Lead:
derboard il ScienceQA_VAL Leaderboard

T Leaderboard

© AvgScore & Rank are calculated based on selected benchmark. When results for

Avg Score / Rank will be None!!!

By default, we present the overall evaluation results based on 8 VLM benchmarks, sorted by the descending order of Avg Score.

o The following datasets are included in the main results: MMBench_V11, MMStar, MMMU_VAL, MathVista, OCRBench, A12D, HallusionBench, MMVet.

© Detailed evaluation results for each dataset (included or not included in main) are provided in the consequent tabs.

1l OCRVQA_TESTCORE Leaderbo

il MMB:

ul ScienceQA_TEST Leaderboard

rboard il MMMU_VAL Leaderboard

rd

1l POPE Leaderboard

nch_TEST_CN Leaderbo

il MathVista Leaderboard

il OCRBench Leaderboard

Evaluation Dimension

Avg Score Avg Rank MMBench_V11 MMstar MME MMMU_VAL MathVista OCRBench AI2D HallusionBench SEEDBench_IMG MMVet
LLaVABench CCBench RealWorldQA POPE ScienceQA_TEST
Model Size Model Type
<4B 4B-10B 10B-208 20B-40B >408 Unknown API OpenSource Proprietary
Rank 4 Method 4 Param (B) 4 Language Model 4 Vision Model 4 Avg Score 4 Avg Rank 4 MMBench_V11l 4+ MMStar MMMU_VAL Mathvista 4 OCR
i GPT-40 (0513, detail- 69.9 1.5 82.2 63.9 69.2 61.3 736
2 GPT-40 (0513, detail- 66.3 3.88 82.8 61.6 62.8 56.5 663
3 Gemini-1.5-Pro 64.4 6 73.9 59.1 60.6 57.7 754
4 GPT-4v (0409, detail- 63.5 7.25 79.8 56 61.7 54.7 656
5 InternVL-Chat-V1.5 26 InternLM2-208 InternViT-6B 61.7 7.62 79.7 57.1 46.8 54.7 720
6 GLM-4v 60.8 10.5 78.6 53.2 45.6 45.6 814
7 GPT-4v (0409, detail- 59.9 12.12 78.8 52.9 62.3 51.4 526
8 Step-1V 59.5 11.75 78 50 49.9 44.8 625
9 InternLM-XComposer2-V 7 InternLM2-78 CLIP ViT-L/14 58.8 13.38 76.5 55.3 39.7 59.4 675
10 MiniCPM-Llama3-v2.5 8 Llama-3-8B-Instruct  Siglip-400M 58.8 12.75 72 51.8 45.8 54.3 725
11 WeMM 7 InternLM2-78 Siglip-400M 58.3 13.12 75.7 57 45.3 54.9 628
12 Qwen-VL-Max QuenLM 58.3 14.5 74.6 49.5 52 43.4 684
13 InternLM-XComposer2-V 7 InternLM2 CLIP ViT-L/14 57.1 15.12 77.6 56.2 41.4 59.5 532

Open VLM Leaderboard

OpenCompass. A Universal Evaluation Platform for Foundation Models. 2024

-> Notstraightforward to
compare VLMs



¥ OpenVLM Main Leaderboard Q About il SEEDBench_IMG Leaderboarc l CCBench Leaderboard
il MMBench_TEST_EN_V11Leaderboard il MMBench_TEST_CN_V11 Leaderboard MME Lea il MMVet Lea
il HallusionBench Leaderboard il LLaVABench Leaderbc il COCO_VAL Leaderboard

il MMStar Leaderboard dQA Leaderboard

ul

Main Evaluation Results

Metrics:

© AvgScore: g onallvLM

t00- 100, the higher the better).
o AvgRank: The average rank on all VLM Benchmarks (the lower the better).

© AvgScore & Rank are calculated based on selected benchmark. When results for

By default, we present the overall evaluation results based on 8 VLM benchmarks, sorted by the descending order of Avg Score.
o Thefollowing datasets are included in the main results: MMBench_V11, MMStar, MMMU_VAL, MathVista, OCRBench, AI2D, HallusionBench, MMVet.

© Detailed evaluation results for each dataset (included or not included in main) are provided in the consequent tabs.

Evaluation Dimension

oard

RVQA_TESTCORE Leaderboard

Avg Score / Rank will be None!!!

il MMBench_TEST_EN Leaderboarc
sl MMMU_VAL Leaderboard

il ScienceQA_VAL Leade

hoard

il MMBench_TEST_C

ul ScienceQA_TEST Leaderboard

1l POPE Leaderboard

ul MathVista Leaderboard

sl OCRBench Leaderboard

Avg Score Avg Rank MMBench_V11 MMstar MME MMMU_VAL MathVista OCRBench AI2D HallusionBench SEEDBench_IMG MMVet
LLaVABench CCBench RealWorldQA POPE ScienceQA_TEST
Model Size Model Type
<4B 4B-10B 10B-208 20B-40B >408 Unknown API OpenSource Proprietary
Rank 4 Method 4 Param (B) 4 Language Model 4 vision Model Avg Score 4+ Avg Rank 4 MMBench_V11 4 MMStar 4 MMMU_VAL 4 MathVista A
i GPT-40 (0513, detail- 69.9 1.5 82.2 63.9 69.2 61.3
2 GPT-40 (0513, detail- 66.3 3.88 82.8 61.6 62.8 56.5
3 Gemini-1.5-Pro 64.4 6 73.9 59.1 60.6 57.7
4 GPT-4v (0409, detail- 63.5 7.25 79.8 56 61.7 54.7
5 InternVL-Chat-V1.5 26 InternLM2-208 InternViT-6B 61.7 7.62 79.7 57.1 46.8 54.7
6 GLM-4v 60.8 10.5 78.6 53.2 45.6 45.6
7 GPT-4v (0409, detail- 59.9 12.12 78.8 52.9 62.3 51.4
8 Step-1V 59.5 11.75 78 50 49.9 44.8
9 InternLM-XComposer2-V 7 InternLM2-78 CLIP ViT-L/14 58.8 13.38 76.5 55.3 39.7 59.4
10 MiniCPM-Llama3-v2.5 8 Llama-3-8B-Instruct  Siglip-400M 58.8 12.75 72 51.8 45.8 54.3
11 WeMM 7 InternLM2-78 Siglip-400M 58.3 13.12 75.7 57 45.3 54.9
12 Qwen-VL-Max QuenLM 58.3 14.5 74.6 49.5 52 43.4
13 InternLM-XComposer2-V 7 InternLM2 CLIP ViT-L/14 57.1 15.12 77.6 56.2 41.4 59.5

Open VLM Leaderboard

OpenCompass. A Universal Evaluation Platform for Foundation Models. 2024

OCR
736

7

No user feedback

Hard to reflect human
preference in real-world
Not dynamic leaderboard
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@openATl Cemini (REka %Claude  01.Al
&deepseek ’I_/\VIS 4 LLaVvA @ Qwen-VL



WildVision-Arena

What English
words are on
the lower
right side of
the fish meat?

@openATl Cemini (REka %Claude  01.Al
&deepseek ’I_/\VIS 4 LLaVvA @ Qwen-VL



WildVision-Arena

" Rules
o Chatwith two What English
anonymous models words are on
o Continue to chat until the lower
right side of

you identify a winner
o Vote for the better
one with reason

@openATl Cemini (REka %Claude  01.Al
&deepseek ’I_/\VIS 4 LLaVvA @ Qwen-VL

the fish meat?




WildVision-Arena

" Rules
o Chatwith two What English
anonymous models words are on
o Continue to chat until the lower
right side of

you identify a winner
o Vote for the better
one with reason

@openATl Cemini (REka %Claude  01.Al
&deepseek ’I_/\VIS 4 LLaVvA @ Qwen-VL

the fish meat?

Model A Model B
On the lower right side of the The English word on the lower
cooked fish, the word right side of the fish meat is

"Opaque" is labeled. "Opaque."




WildVision-Arena

" Rules
o Chatwith two What English
anonymous models words are on
o Continue to chat until the lower
right side of

you identify a winner
o Vote for the better
one with reason

@openATl Cemini (REka %Claude  01.Al
&deepseek ’I_/\VIS 4 LLaVvA @ Qwen-VL

the fish meat?

Model A Model B
On the lower right side of the The English word on the lower
cooked fish, the word right side of the fish meat is

"Opaque" is labeled. L "Opaque."




WildVision-Arena

. Rules S
o Chatwith two What English
anonymous models words are on
o Continue to chat until the lower
right side of

you identify a winner
o  Vote for the better
one with reason

@openATl Gemini (REka %Claude  (01.Al
&deepseek ’I_/\VIS 4 LLaVvA @ Qwen-VL

the fish meat?

Model A Model B
On the lower right side of the The English word on the lower
cooked fish, the word right side of the fish meat is
"Opaque" is labeled. L "Opaque."

Reason Both Model A and Model B answer correctly regarding the text.

Vote . AisBetter B is Better - Tie Both are bad



WildVision-Arena

. Rules S
o Chatwith two What English
anonymous models words are on
o Continue to chat until the lower
right side of

you identify a winner
o Vote for the better
one with reason

@openAl Cemini (REka %Claude  (01.Al
&deepseek ’I_/\VIS 4 LLavA @ Qwen-VL

the fish meat?

Model A Model B
On the lower right side of the The English word on the lower
cooked fish, the word right side of the fish meat is
"Opaque" is labeled. L "Opaque."

Reason Both Model A and Model B answer correctly regarding the text.
Vote .~ AisBetter B is Better - Tie Both are bad

J . | =y » P W ~e H .
Model A: Claude-3-Sonnet, Model B: GPT-4v ~ WVArena Elo Ratings 8,7 Submit



X Arena ¥ Leaderboard @ About U
3 WildVision Arena < : Benchmarking Multimodal LLMs in the Wild

by WildVision Team @ AI2 + UCSB + UWaterloo

4 Expand to see all active models.

# Choose models to sample from

© Your data will be logged for research purposes. Please do not include any ial, personal, or

+ gemini-provision | v geminiis-flash-iatest | « tlavavie3so [+ avavisvicuna7o |+ minicemv |+ cogvm-chatht |+ Qwen-vi-chat

———" ) S ) )

Clear

Model A

Given my horse's location on this map, what is Given my horse's location on this map, what is

. .
Based on the map, your current location is I'm sorry, but | don't have access to your specific
uiti-roun ultimoda d e P e

Landing. The quickest route to reach your horse, provide more context or details o | can assist
y 4 which is marked with a horse icon at Rito Village, you better?
.
would be to head northwest along the
ser Vote wi eason e e
Frontier" to get from your current spot to Rito.

Village where your horse is located. The exact
Model Bootstrap and Rank e i e

but generally heading northwest from Lookout

Landing should get you to your horse's position

at Rito Village by the most direct route possible
given the geography shown.

W Rules

o Upload anyimage, and send any question to two anonymous
models and vote for the better one!

> Oryou could aiso click Sample Input’ to get a random example
from public benchmarks such as VisT-Bench.

o Singleimage muli-round chat i allowed, you can continue to
send question until you identify a winner

Reason for your vote (3

Ais better Bis better @ Ti ¥ Both are bad

/“

i Sample Input # New Round (@ Regenerate = Share

Your input:

0 parameters

Temperature

Max output tokens




Model A

Pairwise Battles between Models

Model B

G,
s, Loy, 03y
A °7</o'al/4~ /’7/~,o Cop, O /14//7/

'OV "

GPT-40 O nl 3

GPT-4v n 0 E5S 98 63
Reka-Flash 3 55 14 28 26
Claude-3-Opus 51 41 0 26 41 15
LlaVA-Next-34B 11 [98 14 26 O 88
Gemini-Pro-Vision 22 28 41 0
CogVLM-Chat 1 63 26 15 88 79 O
Qwen-VL-Chat 7 [84 21 18 [107 109 77

MiniCPM-V 9 [99 13

24 .*iOg 78

7
84
21
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e
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94

250

200

150

100

50

Model A

Model B

G
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oy, Gyl o Yert oy Uy L QAR
Yo " Bsp, Py Sap oy, %o /79{ L

GPT-40

GPT-4Vv
Reka-Flash
Claude-3-Opus
LlaVA-Next-34B
Gemini-Pro-Vision
CogVLM-Chat
Qwen-VL-Chat

MiniCPM-V

0.77 1.000.75 0.91 0.77 1.00 1.00 0.89

0.58 0.66 0.65 0.76 0.79 0.85

0.63 0.64 0.65 0.76 0.62

0.2510.42 0.37 0.80 0.61 0.92
0.090.34/10.43 0.76 0.84
0.23 |[US5IISE 0.68 0.79
0.00 0.24 0.35 0.20/0.45 0.77 0.63
0.00 0.21 0.2410.39 0.24 0.32 0.23

0.11 0.15/0.38/0.08 0.16 0.21/0.37

0.2
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Data Statistics

(date cutoff at May 29, 2024)

e Top-3 Chat Model
o GPT-4Vv
o Gemini-Pro-V
o LLaVA-v1.6-34B
e 16.4% battles do not
get satisfied response

Statistic Number
Total Votes 8,076
Anonymous 6,636
Non-anonymous 1,440
Left Vote 2,932
Right Vote 2,839
Tie Vote 979
Bad Vote 1,326
Days 102
Total Round 10,884
Avg Round 1.34
Avg Token Input  31.00

Avg Token Output 108.87

Number of Chats
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2000
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Data Statistics

(date cutoff at May 29, 2024)

e Top-3 Chat Model
o GPT-4Vv
o Gemini-Pro-V
o LLaVA-v1.6-34B
e 16.4% battles do not
get satisfied response
e Onaverage, 71 votes
per day

Statistic Number
Total Votes 8,076
Anonymous 6,636
Non-anonymous 1,440
Left Vote 2,932
Right Vote 2,839
Tie Vote 979
Bad Vote 1,326
Days 102
Total Round 10,884
Avg Round 1.34

Avg Token Input  31.00
Avg Token Output 108.87
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Image [Entertainment-Comics]

[Descriptive-Scene Description] Text
Prompt: Whos’s in the sky?

Image [Urban-Buildings]

[Recognition-Location] Text Prompt: where is
this?

Image [Natural-Landscapes]

[Recognition-Location] Text Prompt: where
was this photo taken?

Image [People-Portraits]

[Creative-Media Post] Text Prompt: write a so-
cial media post with the provided image, saying that I
am ready for the new challange.

Image [Expert-Science]
Cam Bl |

[Analytical-Safety Procedures] Text
Prompt: Can you tell me the potential risks
and the unreasonale parts in the image?

Image [Objects-Household Tools]

[Descriptive-Object Description] Text
Prompt: describe the scene and objects

Image [Entertainment-Web and Mobile Apps
Screenshots]

Scopri i nostri orari m -

[Interactive-Web Navigation] Text Prompt: I
need to download flyer, you will be given screenshot
from browser with elements marked with number. give
next action to take on web page to download the fly-
ersngive me response in below format example 1 ac-
tion:[click,scroll,wait], box:1 format action:, box:

Image [Urban-Infrastructure]

A TR

[Interactive-Recommendations] Text Prompt:
‘Which section’s ticket would you recommend I pur-
chase?

Image [Expert-Health and Medcinel

[Recognition-Object] Text Prompt: what type
of tumor is this?

Image [Event-Sports]

[Descriptive-Scene Description] Text
Prompt: this is a football match , every player has
an identifier , describe every player action (example :
player #501 is running)

Image [Expert-Science]

Myes 4
es 4 > [les 4
w\, " w» A\
" Po() ”
(Tjes A5) es (A7)
T

[Interactive-Code Generation] Text Prompt:
Give me Latex code to create this diagram

Image [Entertainment-Web and Mobile Apps
Screenshots]

Myguacameietist @

[Analytical-Critical Reviews] Text Prompt:
Review each screenshot carefully, focusing on different
aspects of usability...

/s 7 77

/



Elo Rating - Question Category

Descriptive

Data Analysis

Sc

1600

1400

1000

800

Descriptive Recognition Analytical Interactive Instructive Creative

Model M GPT-40 M Reka-Flash M Claude-3-Opus M Gemini-Pro-Vision M Yi-VL-PLUS LLaVA-NEXT-34b

Question Category

-  WV-Arena can eval by task types

- GPT-40 consistently outperforms

- Some task types, such as
recognition and descriptive are
more separative

- Some tasks types, such as
Instructive and creative are less
seprative
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People Entertainment

Model ™ GPT-40 M Reka-Flash M Claude-3-Opus M Gemini-Pro-Vision
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82 %,
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& % Plants

Natural

Yi-VL-PLUS LLaVA-NEXT-34b

Objects

Image Domain

GPT-4o0 is less competitive in
Natural domain
Gap between GPT-40 and other
models are more obvious in
Entertainment domain.
Model performances are quite
varied in Expert domain



WildVision Arena Leaderboard

. . v ’ 7’ ' ' 7 e
® O n I Ine E |O Ratl ng Best Second Best Best among proprietary models Best among open-source models.
1 Models Size® Elo Battless MMMU Question Category Image Domain

P( YL . — 1) — 5 Analyt. Descri. Recogn. Entert. Objects Expert
J 1+10 (Rj—R;)/ GPT-40 [69] — |1235 434 62.8 1290 1250 1236 1362 1203 1293
GPT-4-Vision [68] - | 1132 2288 56.8 1154 1169 1099 1177 1109 1178

Reka-Flash [83] - |17 513 56.3 1093 1141 1067 1069 1101 1191

Claude-3-OPUS [2] - | 1100 908 59.4 1117 1096 1092 1111 1127 1128

Gemini-Pro-Vision [82] - | 1061 2229 47.9 1099 1041 1090 1088 1077 1041

Yi-VL-PLUS [1] - |1061 283 = 1084 1040 1078 1001 1119 1101

L. . . LLaVA-NEXT [48] 34B | 1059 1826 51.1 1068 1104 1021 1074 1015 1052

Gemini-1.5-Flash [81] - 10855 132 - 1090 1018 1085 1190 990 1127

® StatIStlca l EStI mation Claude-3-Sonnet [2] — | 1044 496 53.1 1063 1056 1041 1033 1023 1119

CogVLM-Chat-HF [89] 13B | 1016 1024 32.1 950 947 1006 955 930 950

Claude-3-Haiku [2] — | 1002 419 50.2 964 1008 996 1033 1014 1005

LLaVA-NEXT [48] 7B | 992 1367 35.1 963 1032 977 992 1023 1001

DeepSeek-VL [51] 7B | 979 646 36.6 988 984 953 956 1026 962

Idefics2 [37] 8B | 965 100 36.6 818 1003 1011 909 1071 1020

L(R) =S E (VVz j YZ j log P (YLJ = 1)) ,  LLaVA-NEXT [48] 13B | 956 201 35.9 965 974 1006 975 971 987

Qwen-VL-Chat [5] 10B | 930 1328 35.9 898 937 940 923 942 902

1,JEN,i#£] Bunny-V1 [23] 3B | 921 389 38.2 897 922 878 884 823 823

MiniCPM-V [26] 3B | 910 1349 34.7 895 911 925 888 890 840

LLaVA-v1.5 [47] 13B | 891 299 36.4 952 838 920 887 827 914

Tiny-LLaVA-vI-HF[111] 3B | 879 288 33.1 901 828 821 808 853 894

InstructBLIP [14] 7B | 862 807 30.6 834 856 891 840 902 763

UFORM-Gen2-Qwen [86] 500M | 827 452 = 911 785 853 768 937 830




Live Leaderboard

‘Y wildVision Arena Leaderboard 4 4
Total #models: 23. Total #votes: 9748. Last updated: 2024-06-08 15:15:24 PDT. ’ ’
Contribute your vote & at vision-arena!

Rank 4 @& V-L Model A Wv-Arena Elo 4 ul 95% CI 4 [0 Battles & MMMU A W Oxg

1 & gptado 1233 +25/-21 736 69.1 OpenAT

2 1129 +12/-11 2427 56.8 OpenAT

3 1100 +21/-19 576 56.3 Reka AI

4 1098 +18/-18 977 59.4 Anthropic

5 1073 +32/-27 353 01 AL

6 1071 +33/-36 231 56.1 Google

7 & gemini-prozvision 1057 +11/-13 2345 47.9 Google

8 A1 1.6:34b 1056 +14/-12 1899 51.1 UW Madison

9 a claude:-3-sonnet 1048 +29/-22 581 53.1 Anthropic

10 & claude-3:haiku 1015 +21/-27 520 50.2 Anthropic

19! # gogvlm:chat-hf 1014 +18/-16 1109 32.1 Tsinghua Univ.
12 989 +12/-17 1432 35.1 UW Madison

13 # deepseek:-v1:7b-chat 985 +17/-21 737 36.6 DeepSeek

14 # MiniCPM:Llama3-V:2.5 969 +43/-62 100 45.8 OpenBMB

15 # idefics2-8h-chatty 968 +52/-41 148 43 Hugging Face
16 # 1lava:vl.6-vicuna-13b 954 +38/-43 201 35.9 UW Madison

17 # Bunny:v1_0:38 932 +27/-24 464 38.2 BAAL

18 # Quen:-VL-Chat 931 +19/-17 1346 35.9 Alibaba

19 911 +16/-18 1369 34.7 OpenBMB

20 # tiny-1lava-vl:hf 888 +27/-30 334 33.1 "SKLCCSE

21 # 1lava:-v1.5:13b 887 +38/-36 299 36.4 UW Madison

22 # instructblip-vicuna:-7b 861 +24/-22 807 salesforce

23 830 +25/-21 505 Unum




Live Leaderboard

‘Y wildVision Arena Leaderboard 4 4
Total #models: 23. Total #votes: 9748. Last updated: 2024-06-08 15:15:24 PDT. ’ ’
Contribute your vote & at vision-arena!
. .
Wa It for Arena_s I de Com pute Rank 4 @ V-L Model A Wv-Arena Elo 4 ul 95% CI 4 U Battles & MMMU A @ Oxg
1 & gpt-do 1233 +25/-21 736 69.1 OpenAT
2 1129 +12/-11 2427 56.8 OpenAT
3 1100 +21/-19 576 56.3 Reka AI
4 1098 +18/-18 977 59.4 Anthropic
5 1073 +32/-27 353 01 AL
. .
Walt for user Input 6 1071 +33/-36 231 56.1 Google
7 & gemini-prozvision 1057 +11/-13 2345 47.9 Google
8 A1 1.6:34b 1056 +14/-12 1899 51.1 UW Madison
9 a claude:-3-sonnet 1048 +29/-22 581 53.1 Anthropic
10 & claude-3:haiku 1015 +21/-27 520 50.2 Anthropic
11 # cogvlm-chat:-hf 1014 +18/-16 1109 32.1 Tsinghua Univ.
Wait for enou h VOtin 12 989 +12/-17 1432 35.1 UW Madison
g g 13 # deepseek:-v1:7b-chat 985 +17/-21 737 36.6 DeepSeek
14 # MiniCPM:Llama3-V:2.5 969 +43/-62 100 45.8 OpenBMB
45 # idefics2-8h-chatty 968 +52/-41 148 43 Hugging Face
16 # 1lava-vl.6-vicuna-13b 954 +38/-43 201 35.9 UW Madison
17 # Bunny-vl_0:38 932 +27/-24 464 38.2 BAAL
18 # Quen:-VL-Chat 931 +19/-17 1346 35.9 Alibaba
19 911 +16/-18 1369 34.7 OpenBMB
20 # tiny-1lava:vl:hf 888 +27/-30 334 33.1 "SKLCCSE
21 # 1lava:-v1.5:13b 887 +38/-36 299 36.4 UW Madison
22 # instructblip-vicuna:7b 861 +24/-22 807 salesforce
23 830 +25/-21 505 Unum




WildVision-Bench



Data Curation

e Public Set
o 500 samples

@. .
O‘T Submit

.. Arena Data
E 20k+ chat 8k+ vote

/s 7 77

/



Data Curation
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Data Curation

Public Set

©)

500 samples

6.7 Submit

Bench Data
500 sample

Sample Criteria

o Safety
o  Diversity

Arena Data
20k+ chat 8k+ vote
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Local Evaluator

e ArenaHumanvs. Expert e Agreement
o  72.5% agreement and 0.59 Cohen’s Kappa o  4-way: left/right/tie/both are bad
e GPT-4V vs. Arena Human Voting o 3-way: left/right/tie or bad

o  Binary: left/right

]

SEEOON 61 34

=4

>

é g Metric vs Human iy

3E 1 O 2 2 6 9 2 7 4-way 3-way Binary
(@]

@ F1 Score (Macro) 0.4245 0.5143 0.7792

g u F1 Score (Micro) 0.5747 0.5842 0.7796
Q F1 Score (Weighted)  0.5407 0.5536  0.7798
F:J 9 9 1 1 1 4 1 Cohen’s Kappa Score  0.3404 0.3442  0.5585

Pearson Correlation 0.2906 0.2880  0.5587

Left Vote Right Vote Tie Vote
GPT-4V Vote



WV-Bench Score
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WV-Bench Score

Precomputing

@openAl Genini REKka ¥Claude  01.AI
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~ . ==
O‘T Submit :

Bench Data
500 sample

Sample Criteria

o Safety
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Arena Data
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WV-Bench Score

e Precomputing
e Reference Model

@0penAl Germini (REKa  ¥Claude L OLAI
O Cla Ude—3—son net @ deepseelc @LAVIS — ELLavA K73 QuenVL P S Claude-3-Sonnet

. Bench Data
~—  500sample

Sample Criteria

o Safety
o  Diversity

.. Arena Data

~ ; —l
8" Submit — 20k+ chat 8k+ vote
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WV-Bench Score

e Precomputing
e Reference Model

o Claude-3-Sonnet
e Judge Model

o GPT-40

Judge Both modelc
GPT-40 are correct

S o B B O1A Reference

. 73 QwenVL
@ decpseec @LAVIS — FLlava 3 & € | (Claude-3-Sonnet

. Bench Data
—  500sample

Sample Criteria

o Safety
o  Diversity

.. Arena Data

o) ",' Submit —  20k+ chat 8k+ vote

s S 77

/



WildVision-Bench Leaderboard

Model Score 95% CI Win Rate Reward Much Better Better Tie Worse Much Worse Avg Tokens
GPT-40 [69] 89.41 (-1.7, 2.0) 80.6% 56.4 255.0 148.0 14.0 72.0 11.0 157
GPT-4-Vision [68] 80.01 (-1.9,2.8) 71.8% 394 182.0 177.0 22.0 91.0 28.0 140
Reka-Flash [83] 64.79 (—2.9,3.0) 58.8% 18.9 135.0 159.0 28.0 116.0 62.0 181
Claude-3-Opus [2] 62.15 (—2.8,3.4) 53.0% 13.5 103.0 162.0 48.0 141.0 46.0 120
Yi-VL-PLUS [1] 55.09 (—2.9,3.0) 52.8% 72 98.0 166.0 29.0 124.0 83.0 150
LLaVA-NEXT-34B [48] 51.91 (-3.1,2.4) 49.2% 2.5 90.0 156.0 26.0 145.0 83.0 165
" Claude-3-Sonnet [2] ~ | 50.00 — - = = == omwo=s == 120
" Claude-3-Haiku [2] ~ | 37.70 (=3.2,42) " 30.6% ~ —165 = T B40 = ¢ 99.0  47.00 2280 720 ~ T~ 97 ~
Gemini-Pro-Vision [82] 35.45 (—2.6,3.2) 32.6% —21.0 80.0 83.0 27.0 167.0 143.0 66
LLaVA-NEXT-13B [48] 33.69 (—3.8,2.7) 33.8% —21.4 62.0 107.0 25.0 167.0 139.0 138
DeepSeek-VL-7B [51] 33.48 (—2.2,3.0) 35.6% —21.2 59.0 119.0 17.0 161.0 144.0 119
CogVLM-Chat-HF [89] 31.88 (—2.7,2.4) 30.6% —26.4 75.0 78.0 15.0 172.0 160.0 63
LLaVA-NEXT-7B [48] 26.15 (—2.7,2.3) 27.0% -314 45.0 90.0 36.0 164.0 165.0 139
Idefics2 [37] 23.71 (—2.4,2.5) 26.4% -35.8 44.0 88.0 19.0 164.0 185.0 128
Qwen-VL-Chat [5] 17.87 (—2.6,2.2) 19.6% —47.9 42.0 56.0 15.0 155.0 232.0 70
LLaVA-v1.5-13B [47] 14.15 (-2.2,2.2) 16.8% —52.5 28.0 56.0 19.0 157.0 240.0 87
Bunny-3B [23] 12.70 (-1.8,1.9) 16.6% —54.4 23.0 60.0 10.0 164.0 243.0 76
MiniCPM-V [26] 11.66 (—1.8,2.1) 13.6% —-57.5 25.0 43.0 16.0 164.0 252.0 89
Tiny-LLaVA [111] 8.01 (-1.4,14) 11.0% —66.2 16.0 39.0 15.0 127.0 303.0 74
UFORM-Gen2-Qwen [86] | 7.55 (—1.6,1.1) 10.8% —68.5 16.0 38.0 11.0 115.0 320.0 92
InstructBLIP-7B [14] 5.54 (—1.3,1.5) 7.8% —72.5 11.0 28.0 15.0 117.0 329.0 47
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VLMs in the wild



Expert annotation as a preview

Image #44 in WildVision Bench

Text Prompt: Answer shortly what is he doing? And
what do we call him?

GPT-4V: He is performing a breakdance move. We
call him a breakdancer or b-boy.

LLaVA-v1.6-34B: He is performing a dance move that
involves spinning or flipping while balancing on one
hand ..., he may be referred to as a dancer or acrobat.
Gemini Pro Vision: He is breakdancing. He is called
a b-boy or breaker.

Image #61 in WildVision Bench

6 8|4 201
8 4

- [fon ©
IN

~
- W
IN
[o0]
()]

Text Prompt: Convert the first row of this sudoku
matrix into the text format, each cell separated by a
space. Use 0 to represent empty cells.

GPT-4V: 684210000

LLaVA-v1.6-34B: 684021073406

Gemini Pro Vision: 684219877

.

.

.

.

Hidden Set will be updated periodically to avoid contamination of leaderboard.



Failure Cases

= Reversi h| Write - README.DOC
Game Skill le Edit Search Character Paragraph

floppy drive configuration as it conserves disk space.
To use this feature change the "Spooler=yes* in the.
[windows] section of the WIN.INI file to read "Spooler=no”

Note: Setting Spooler=no will disable printing from Windows
Terminal

RUNNING BATCH (.BAT) FILES FROM WINDOWS
Clock If you run & standard spplication from a batch file you
= 0 [1| __should create a PIF file for the batch file. The PIF file

& - should have the same PIF options set as the spplication.

he Memory Required and Memory Desired options for the
- - batch PIF file should always be setto 32K This is
of the memory

- - Batch files should be run from the MS-DOS Executive.

L} = RUNNING WINDOWS WRITE ON A TWO FLOPPY SYSTEM
Several precautions should be observed when using Windows |3

Text Prompt: What operating system is this? Text Prompt: What is the length of the object shown
in the image.

GPT-4V: The image shows a screenshot of Windows  Gemini-Pro-Vision: The diameter of the bolt is 7.92
3.x, which is a series of graphical operating environ- mm.

ments produced by Microsoft for use on personal com-

puters, prior to the Windows 95 operating system...




Image Error #1

Text Prompt: What should I play in this position?

GPT-4V: This chess position is unconventional and hu-
morous because it features a board filled with knights
(horses) except for a single queen. In a standard game
of chess, this situation would not occur, as each player
starts with just two knights. In this specific position,
there’s not much strategy to discuss because the game
doesn’t reflect an actual playable scenario. However, if
we want to engage with this as a fun exercise in imagi-
nation, you could consider moving one of the knights
that isn’t pinned or creating a threat to the queen. For
example, you could move one of the knights on the
third rank to attack the queen, such as Nc3-d5 or Ne3-
c4. Remember, this is just a playful scenario and not
representative of a legitimate chess position. In a real
game, the best move would depend on a much broader
context of the board and the strategic positions of all
the pieces, not just an army of knights.

Image Error #3
g

54

Text Prompt: What food will these people have very
soon?

LLaVA-NEXT-34B: Based on the image, the peo-
ple are lined up outside a building with a sign that
reads "Salsa’s Authentic Mexican Restaurant." It seems
likely that they will be having Mexican food very soon,
which could include items such as tacos, burritos, en-
chiladas, chiles rellenos, guacamole, and other similar
dishes that are typically served at Mexican restaurants.
The specific menu items will depend on the restaurant’s
offerings and the preferences of the customers.

Image Error #2

Text Prompt: Based on the architecture plans is this
compliant in the Ontario building code

GPT-4V: I'm sorry, but as an Al I do not have the
capacity to verify the compliance of architectural plans
with specific building codes. Building code compli-
ance typically involves a wide range of considerations,
including but not limited to accessibility, fire safety,
structural integrity, and mechanical systems. Profes-
sional architects and engineers, often alongside local
code enforcement officials, ensure that designs and con-
struction meet the appropriate codes and regulations.
To determine compliance with the Ontario Building
Code, the plans would need to be reviewed by a cer-
tified professional who has access to and understands
the local regulations and requirements. They would
check if the design meets all necessary stipulations for
things such as room sizes, egress requirements, bath-
room accessibility, fire ratings, and many other details.
You should consult with a licensed Ontario architect or
a building code consultant for an official assessment of
compliance.

Image Error #4

MOHS Hardness Ratings
of Solid Countertops

4
M

gl B B

1

oW

8 £ 5 = . & B £
8 § B F 2 £ % § 2 g
s58 2258 5 8 5 ¢ £ % g
2t 2535 0 & £ 5 2 3

[WLow End m High End

Text Prompt: Based on this chart, what is the MOHS
hardness of Marble?

LLaVA-NEXT-34B: The MOHS hardness of Marble,
as indicated on the chart, is 3.

Failure Cases

Visual Recognition

Visual Reasoning

Spatial Imagination
Contextual Understanding
Expert Domain Knowledge
Hallucination



Image Error #5

St
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et [ i

Text Prompt: &5 H 2 4F

GPT-4V: By PRI A& TEAR S
X7, EIMHBGICT G EARIERAER X
MEFRREGE RSO BE G UNREM, &
AT M LR RREX LT A PR HERRL -
WRREELZRTXEFHHERERR LT,
ol U BT RS R . g, NEBRFE
BRSSO R AR R R -

Image Error #7

Text Prompt: which movie is this picture from? what
is it about?

LLaVA-NEXT-34B: This image appears to be from
the movie The Girl(2012), which is a psychological
thriller film directed by David Riker and starring Abbie
Cornish and Caleb Landry Jones. The film is about a
young woman who is hired to care for a girl living in a
remote Texas farmhouse, but soon discovers that the
girl is not what she seems. The story revolves around
themes of isolation, identity, and the consequences of
one’s actions.

Image Error #6

Text Prompt: 33K B4 0 F 4 A1 WAL
tragsit

Gemini-Pro-Vision: AIFIRAH, ADHIEH
KEEMFER, HFEERPREMTHETHRTE,
fFE T EEER AR -

Image Error #8

Text Prompt: do u know which game i am playing?

LLaVA-NEXT-34B: You are playing The Legend of
Zelda: Breath of the Wild,which is an action-adventure
game developed and published by Nintendo for the Wii
U and Nintendo Switch consoles. The game is known
for its open-world exploration and its unique gameplay
mechanics.

Failure Cases

Visual Recognition

Visual Reasoning

Spatial Imagination
Contextual Understanding
Expert Domain Knowledge
Hallucination



Image Error #9
g

Text Prompt: How many keys does the keyboard
have?

GPT-4V: The keyboard in the image features a non-
standard layout, which appears to be a compact form
factor lacking the numeric keypad commonly found
on full-sized variants. Without being able to view the
entire keyboard, it’s impossible to provide an exact
count of the keys...

Image Error #11

Text Prompt: what is this

GPT-4V: This is an oversized, artistic representation
of a classic hand-held manual egg beater or whisk. It’s
designed to mimic the app of a traditional egg
beater with an exaggerated size, likely for decorative
or exhibit purposes as suggested by the setting that
appears to be a show or exhibition hall. The inclusion
of this piece in a public space may indicate it being
part of an art installation, event display, or perhaps a
promotion related to culinary equipment or innovation.

Image Error #10

Text Prompt: By examining the unfolded cube (net)
at the top of the image, which one of the four cubes
labeled A, B, C, and D can be created by folding this
net along the edges?

Gemini-Pro-Vision: The correct answer is C. The un-
folded cube (net) at the top of the image has two red
squares and three orange circles. Cube C has two red
squares and three orange circles in the same arrange-
ment as the unfolded cube.

Image Error #12

RER W G0 WK Arhes IS

MAD FOLD-I!

Text Prompt: Try to guess the solution to this Fold-in
from Mad magazine. A Mad Fold-in is a visual riddle
that a human can easily solve by physically folding the
page as explained in the instructions in the top-right
corner. I know the solution. I want to verify if you
are able to solve it. What big car feature will soon be
included in small economy cars?

LLaVA-NEXT-34B: The Mad Fold-in features a car
salesman in front of a sign that says "CONSERVE
ENERGY DRIVE A SMALL CAR" with various "big
car" features like a tire iron, a spare tire, a picnic basket,
and a trunk full of items. When you fold the page as
directed, it’s revealed that the large "big car" features
are actually inside the small car, showing that the small
car also has these items, humorously implying that the
small car will soon include all the features typically
associated with big cars. The joke is that despite their
size, small cars will also include all the amenities that
were once exclusive to larger vehicles.

Failure Cases

Visual Recognition

Visual Reasoning

Spatial Imagination
Contextual Understanding
Expert Domain Knowledge
Hallucination



Image Error #13

Text Prompt: What is the name of the character with
the sunglasses?

GPT-4V: You’re looking at an image from the ani-
mated film Zootopia.The character with the sunglasses
is named Nick Wilde; he’s a red fox who is one of the
main characters in the movie.

Image Error #15

Text Prompt: What do you see in the image?

Gemini-Pro-Vision: This is a code snippet in Python.
It seems to be a function that preprocesses an image
for object detection. The function takes an image as
input and returns a preprocessed image and a list of
bounding boxes.

Text Prompt: Are the workers wearing safety devices?

LLaVA-NEXT-34B: In the image you’ve provided, the
workers are wearing safety vests, which are commonly
used in construction and industrial environments to in-
crease visibility and reduce the risk of accidents. These
vests are a standard safety device to help workers be
more visible to operators of heavy machinery and other
workers in bright colors that contrast with the surround-
ings. The workers also appear to be wearing hard hats,
which are required on construction sites to protect the
head from potential injuries.

Image Error #16

Text Prompt: What time is it on that watch?

LLaVA-NEXT-34B: The watch in the image is dis-
playing a time that appears to be 10:11. The hour hand
is pointing to the number 10, and the minute hand is
pointing to the number 11.

Failure Cases

Visual Recognition

Visual Reasoning

Spatial Imagination
Contextual Understanding
Expert Domain Knowledge
Hallucination



Image Error #17

Text Prompt: where to find food?

Gemini-Pro-Vision: The food is in the refrigerator,
which is located in the kitchen. The kitchen is the room
with the stove and oven.

Image Error #19

Text Prompt: What Brand is highlighted

LLaVA-NEXT-7B: The brand highlighted in the im-
age is Head-

Image Error #18

Text Prompt: What time is it?

LLaVA-NEXT-34B: The time is 06:54 PM.

Image Error #20

Text Prompt: What causes this and which is the real
one?

Qwen-VL-Chat: It is funny because the guy who is
not in a white t-shirt is saying that he is in a white
t-shirt.

Failure Cases

Visual Recognition

Visual Reasoning

Spatial Imagination
Contextual Understanding
Expert Domain Knowledge
Hallucination



What'’s next for Eval
e APl support for research purpose
e Multi-facet comparison
e Fine-grained live leaderboard
e Rank bootstrapping from VLMs

What's next for VLMs

Modality Integration
Resolution

Long Context
Resource-Efficient
World Knowledge
Safety
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[ { "role": "user", "content": "Can you derive
Equation 6 from the image?” }, { "role":..

[ i "role": "user", "content®: "Given my horse's
location on this map, what is the quickest route..

[ { "role": "user", "content": "Can you describe
the interesting part of the image?" }, { "Tole

[ { "role": "user", "content": "Can you write
codes to load this 3d objects?" }, { "role':..

[ i "role": "user", "content': "Please annotate as
many as objects in the image as possible. Provide..

[ { "role": "user", "content": "Write me the codes
which load an image editing model from hugging..

[ { "role": "user", "content”: "Please write me
the code to reproduce the charts using python." 3.

[ { "role": “user", "content": "Please convert
these 2 secions in the paper to the markdown..

[ { "role": "user", "content": "Please write a
interesting tweet with this image if you are an..

[ i "role": "user", "content": "Please write a
interesting tweet with this image if you are an..

[ i "role": "user", "content®: "My guitar was
broken as shown, how can I fix it? Please give me..

[ { "role": "user”, "content": "My guitar was
broken as shown, how can I fix it? Please give me..

[ i "role": "user", "content": "Please solve this
physics problem.” ¥, { "role": "assistant”

[ i "role": "user", "content®: "Can you solve the
3 questions in image? " }, { "role": 'assistant”,..

[ 1 "role": "user", "content®: "Can you solve the
3 questions in the image?" }, { "role":

[ { "role": "user", "content": "Can you solve the
3 questions in the image?" }, { "role':..

[ { "xole": "user", "content": "What are the
advantages and disadvantages of this room design..

conversation_b
list t

[ { "role": "user", "content': "Can you derive
Equation 6 from the image?” }, {

[ { "role": "user", "content": "Given my horse's
location on this map, what is the quickest route..

[ { "role": "user", "content": "Can you describe
the interesting part of the image?” }, { "role:..

[ { "role": "user", "content": "Can you write
codes to load this 3d objects?" }, i "role":..

[ { "role": "user', "content': "Please annotate as
many as objects in the image as possible. Provide..

[ f "role": "user", “"content": "Write me the codes
which load an image editing model from hugging..

[ { "role": “user", "content": "Please write me
the code to reproduce the charts using python."

[ { "role": "user", "content": "Please convert
these 2 secions in the paper to the markdown..

[ { "role": "user", "content": "Please write a
interesting tweet with this image if you are an..

[ { "role": "user", "content": "Please write a
interesting tweet with this image if you are an.

[ { "role": "user', "content": "My guitar was
broken as shown, how can I fix it? Please give me..

[ { "role": "user”, "content": "My guitar was
broken as shown, how can I fix it? Please give me..

[ { "role": "user', "content": "Please solve this
physics problem.” }, { "role": “assistan

[ { "role": "user", "content":

“Can you solve the
3 questions in image? * }, {

Tole": “assistant”

[ { "role": "user', "content": "Can you solve the
3 questions in the image?" }, { "role

[ { "role": "user', "content": "Can you solve the
3 questions in the image?" }, { "role":

[ i "role": "user', "content": "What are the
advantages and disadvantages of this room design.
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Take-home messages

WV-Arena: Our WildVision-Arena is an interactive evaluation platform that hosts a
live leaderboard reflecting crowdsourced user preferences on real-world chats.
WV-Bench: Our WildVision-Bench is a fast-evaluation benchmark that closely
aligned with human preferences at 0.94 Spearman's Correlation.

GPT-4V surpasses many other models in simple visual recognition and reasoning
tasks, it still faces challenges with subtle contextual cues, spatial reasoning, visual
imagination, and expert domain knowledge.

Current VLMs exhibit issues with hallucinations and safety when intentionally
provoked.

Data Release: We are releasing our chat and feedback data to further advance
research in the field of VLMs.



Open-source

Code, Conversation and
Feedback data will be
updated periodically.

We welcome community
effort and call for

collaboration and support.
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WildVision Team

Core contributors:
Yujie Lu, Dongfu Jiang

Advisors:
Wenhu Chen, William Wang, Yejin Choi, and Bill Yuchen Lin



Thank You

Contact: yujielu@umail.ucsb.edu (Yujie Lu)



