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  Outline

● What is the past/present of VLMs?
● Why is benchmarking these VLMs important and challenging?

○ data-side
○ metric-side

● What we’re working on?
○ WildVision-Arena
○ WildVision-Bench

● What are future directions for VLMs and their evaluations?
○ Analyzing model performances from arena user inputs
○ Live benchmarking and leaderboard

● Open-source plan
○ Chat data
○ Feedback data
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  Evolution of VLMs

Chen et. al, UNITER, 2019 Radford et. al, CLIP, 2021

Li et. al, BLIP-2, 2023

Image-Text Fusion Contrastive Learning Large Language Model

Liu et. al, LLaVA, 2023

Lu et. al, ViLBERT, 2019



Recent Timeline of VLMs

 Yin et al. A Survey on Multimodal Large Language Models. 2024

GPT-4o

Gemini-1.5

LLaVA-NEXT

Idefics2

MiniCPM-3



How do we evaluate the 
VLMs?



  A Brief History of VLMs Evaluation

● Task-Specific
○ Visual Question Answering

■ VQA

○ Grounding Referring Expressions

■ RefCOCO

○ Image Captioning

■ NoCaps

○ Text-Image Retrieval

■ Flickr
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Yu et al. MM-Vet: Evaluating Large Multimodal Models for Integrated Capabilities. 2023
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  A Brief History of VLMs Evaluation

● Task-Specific
○ Visual Question Answering

■ VQA

○ Grounding Referring Expressions

■ RefCOCO

○ Image Captioning

■ NoCaps

○ Text-Image Retrieval

■ Flickr

● Comprehensive Task
○ MME, MMBench, MMVet, MMMU …

○ Multiple choice answer: Extract (optional), Options Mapping, Accuracy

○ Open-ended: using LLM or VLM for single answer scoring/pairwise voting

● Real World Task
○ VisIT-Bench, RealWorldQA, …



Dataset

Bitton et al. VisIT-Bench: A Benchmark for Vision-Language Instruction Following Inspired by Real-World Use. 2023



Dataset

Bitton et al. VisIT-Bench: A Benchmark for Vision-Language Instruction Following Inspired by Real-World Use. 2023
XAI. RealWorldQA. 2024
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Metric

BLEU
BERTScore
ROUGE
SPICE
METEOR
CIDER

Reference-based Reference-free LLM-based

Hessel et al. CLIPScore: A Reference-free Evaluation Metric for Image Captioning. 2022
Zhang et al. GPT-4V(ision) as a Generalist Evaluator for Vision-Language Tasks. 2024

Human-written 
reference required

Expensive
Consistency
Bias

Limited to image-text 
matching task



What are the limits of current 
evals?



Open VLM Leaderboard

OpenCompass.  A Universal Evaluation Platform for Foundation Models. 2024

OpenVLM Leaderboard covers
● 73 different VLMs
● 23 multi-modal benchmarks

Results obtained from VLMEvalKit
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Open VLM Leaderboard

OpenCompass.  A Universal Evaluation Platform for Foundation Models. 2024

➔ No user feedback
➔ Hard to reflect human 

preference in real-world
➔ Not dynamic leaderboard
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Platform

● Model Sample
● Multi-round Multimodal Chat
● User Vote with Reason
● Model Bootstrap and Rank



  Pairwise Battles between Models
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○ GPT-4V
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Data Statistics 
(date cutoff at May 29, 2024)

● Top-3 Chat Model
○ GPT-4V
○ Gemini-Pro-V
○ LLaVA-v1.6-34B

● 16.4% battles do not 
get satisfied response

● On average, 71 votes 
per day





Question Category

- WV-Arena can eval by task types
- GPT-4o consistently outperforms
- Some task types, such as 

recognition and descriptive are 
more separative

- Some tasks types, such as 
Instructive and creative are less 
seprative



Image Domain

- GPT-4o is less competitive in 
Natural domain

- Gap between GPT-4o and other 
models are more obvious in 
Entertainment domain.

- Model performances are quite 
varied in Expert domain



  WildVision Arena Leaderboard

● Online Elo Rating

● Statistical Estimation



  Live Leaderboard



  Live Leaderboard

Wait for Arena-side compute

Wait for enough voting

Wait for user input



WildVision-Bench



Data Curation

● Public Set
○ 500 samples
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● Arena Human vs. Expert
○ 72.5% agreement and 0.59 Cohen’s Kappa

● GPT-4V vs. Arena Human Voting

● Agreement
○ 4-way: left/right/tie/both are bad
○ 3-way: left/right/tie or bad

○ Binary: left/right

Local Evaluator
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WV-Bench Score

● Precomputing
● Reference Model

○ Claude-3-Sonnet
● Judge Model

○ GPT-4o



  WildVision-Bench Leaderboard



Benchmark Correlation



VLMs in the wild



  Expert annotation as a preview

Hidden Set will be updated periodically to avoid contamination of leaderboard.
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What’s next for Eval

● API support for research purpose
● Multi-facet comparison
● Fine-grained live leaderboard
● Rank bootstrapping from VLMs

● Modality Integration

● Resolution

● Long Context

● Resource-Efficient

● World Knowledge

● Safety

● …

What’s next for VLMs



  Arena Data



  

● WV-Arena:  Our WildVision-Arena is an interactive evaluation platform that hosts a 
live leaderboard reflecting crowdsourced user preferences on real-world chats.

● WV-Bench: Our WildVision-Bench is a fast-evaluation benchmark that closely 
aligned with human preferences at 0.94 Spearman's Correlation.

● GPT-4V surpasses many other models in simple visual recognition and reasoning 
tasks, it still faces challenges with subtle contextual cues, spatial reasoning, visual 
imagination, and expert domain knowledge.

● Current VLMs exhibit issues with hallucinations and safety when intentionally 
provoked.

● Data Release: We are releasing our chat and feedback data to further advance 
research in the field of VLMs.

Take-home messages 



Open-source

Code, Conversation and 
Feedback data will be 
updated periodically.

We welcome community 
effort and call for 
collaboration and support.



WildVision Team

Core contributors: 
Yujie Lu, Dongfu Jiang

Advisors:
Wenhu Chen, William Wang, Yejin Choi, and Bill Yuchen Lin



Thank You
Contact: yujielu@umail.ucsb.edu (Yujie Lu)


