


Summary
• We present the UltraMedical collections, which consist of high-quality manual and synthetic datasets in the 

biomedicine domain, featuring preference annotations across multiple advanced LLMs. 

• Our 8B model significantly outperforms previous larger models such as MedPaLM 1, Gemini-1.0, GPT-3.5, and 
Meditron-70B. Moreover, our 70B model achieved an 86.5 on MedQA-USMLE, marking the highest result 
among open-source LLMs and comparable to MedPaLM 2 and GPT-4.



• Instruction Composition
• Principle of Diversity: medical exam, literature, clinical and research questions
• Principle of Complexity: model-based ranking and two step self-evolution

UltraMedical: Dataset



• Synthetic Dataset: MedQA-Evol, TextBookQA, and WikiInstruct
• Completion Annotation: gpt-4-turbo with chain-of-thought prompting

UltraMedical: Dataset



• Step 1: Supervised Fine-tuning.
• 410K medical domain and 190K open-domain samples (gpt-4-turbo)

• Step 2: Preference Learning.
• 100K medical domain and 75K open-domain pairs

• Step 3: Reward Modeling.
• Training Outcome-level reward model with UltraSeries

• Step 4: Iterative Preference Learning.
• Best-of-N on-policy sampling with K times

UltraMedical: Models



• Data mixture of both medical and
general enhances both SFT and xPO

• Online preference learning enhance
performance than offline learning

• There is a trade-off performance in
medical and open domain

UltraMedical: Results



• All the models and datasets are released on Huggingface and GitHub
• The total downloads of models and datasets are more than 7,000 and 6,00 times, respectively

Open Source

https://github.com/
TsinghuaC3I/UltraMedical

https://huggingface.co/
TsinghuaC3I



• Application
• Building fully automated system for scientific 

discovery from raw proteomics data

• Performance
• UltraMedical demonstrates competitive performance 

compared to the state-of-the-art gpt-4o models

UltraMedical for Scientific Discovery
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