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Hearing Loss & Deaf
- World:

World Health Organization [1] (1st April 2021): Over 5% of the world’s population (or
430 million people) require rehabilitation to address their “disabling” hearing loss (432
million adults and 34 million children). By 2050 over 700 million people (or one in
every ten people) will have disabling hearing loss.

- Australia:
Australian Federal Department of Health and Aged Care (DHAC) [2] (14th May
2024): One in six Australians suffers from hearing loss, which is expected to rise to one
in four by 2050.
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[1] Deafness and hearing loss https://www.who.int/en/news-room/fact-sheets/detail/deafness-and-hearing-loss

[2] The facts about Hearing Health in Australia  https://www.health.gov.au/topics/ear-health/about

https://www.who.int/en/news-room/fact-sheets/detail/deafness-and-hearing-loss
https://www.health.gov.au/topics/ear-health/about


Sign Language
- World:

Sign language (SL) is the primary way for deaf or hearing loss people to express
themselves. Sign languages are visual languages which convey information by signers’
handshape, facial expressions, body movements, and so forth. Each sign language has its
own unique vocabulary and grammar rules, much like spoken languages.

- Australia:
Distinct sign languages develop in different regions, even among countries with the
same spoken language, such as the American SL, British SL and Australia SL.
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• Deaf and people with hearing lose will face problems more easily than hearing people.
� Children: dropping out of school. 
� Adults: losing jobs. 
� They will feel lonely due to social isolation, since the sign language is what they can 

only use to communicate. 

• To solve the above problems, there are two methods:
• 1. Improve the hearing ability in medical level.
• 2. With emerging deep learning techniques and large-scale sign language datasets, 

sign language processing achieves promising progress recently.

Motivation – Sign Language Processing
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Motivation – Isolated Sign Language Recognition
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Isolated Sign Language Recognition (ISLR) focuses on identifying individual sign language signs.

Gloss is a unique label for a single sign. Each gloss is identified by a word or a phrase which is 
associated with the sign’s semantic meaning.

one hundred
(gloss)



Auslan, as a sign language specific to Australia, still lacks a dedicated large-scale word-level dataset
for the ISLR task. Moreover, most publicly available datasets have limitations in gloss dictionary
size, depth information, and recording perspectives.

To fill this gap, we curate the first large-scale Multi-view Multi-modal Word-Level Australian Sign 
Language recognition dataset, dubbed MM-WLAuslan:

(1) the largest amount of data.
(2) the most extensive vocabulary.
(3) the most diverse of multi-modal camera views. 

Motivation – MM-WLAuslan
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Recording Environment
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MM-WLAuslan Overview Silhouette
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MM-WLAuslan includes three Kinect-V2 cameras and a RealSense camera arranged hemispherically
around the front half of the signer to capture multi-view and multi-modal data.



Multi-Modal Data Sample
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Deaf
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Statistics of Signers and Glosses
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Comparison between MM-WLAuslan and Existing ISLR Datasets
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MM-Auslan Test Set
To evaluate the performance of ISLR systems under real-world scenarios, we provide a diverse test set with four 
distinct subsets, including:
- studio (STU) set
- in-the-wild (ITW) set
- synthetic background (SYN) set
- temporal disturbance (TED) set



Key Statistics of MM-WLAuslan Dataset Splits
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“BG” and “TP” represent background and temporal, respectively. 

“OOS” indicates the signers only occur in the test set
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MM-WLAuslan ISLR Benchmark 
Single-view RGB-based ISLR involves recognizing isolated sign language from video sequences captured from 
a single fixed camera.
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MM-WLAuslan ISLR Benchmark 
Single-view RGB-D-based ISLR aims to enhance the recognition of isolated signs by incorporating depth 
information along with RGB data.
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MM-WLAuslan ISLR Benchmark 
Multi-view RGB-based ISLR employs multiple cameras to capture the sign language videos.

Multi-view RGB-D-based ISLR incorporates depth data in a multi-view setup.
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MM-WLAuslan ISLR Benchmark 
Cross-Camera ISLR aims to test the robustness of the model against variations in camera specifications and 
settings. Training and testing data are captured from different cameras. It is challenging for the model to 
generalize across hardware-induced discrepancies.

K, RS and K+ represent Front Kinect-v2, Front RealSence and Left-Front + Right-Front Kinect-v2, respectively.
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MM-WLAuslan ISLR Benchmark 
Cross-View ISLR requires the model to recognize signs from views not seen during training. The model must 
handle the appearance changes due to different viewing angles, thus testing its view-invariance capabilities.

L, F and R represent left-front, front and right-front Kinect-v2, respectively.
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Summary of MM-WLAuslan

• We construct the first word-level Australian ISLR dataset, dubbed MM-WLAuslan. MM-WLAuslan
consists of the largest number of gloss videos and the most extensive vocabulary.

• We provide the most diverse multi-modal camera views and enable the investigation of a variety of 
multi-modal ISLR settings, including multi-view, cross-camera and cross-view.

• We establish a leaderboard and an evaluation benchmark to promote future Australian ISLR research 
and development of applications.
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Thanks for Watching!

For more details, please refer to our paper and appendix. 

You are welcome to visit our project page at: uq-cvlab.github.io/MM-WLAuslan-Dataset/


