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● For any conversational agent

● Dynamic

● Realistic

○ Interleaved tasks

○ Complex and natural

The Long-Term Memory Benchmark



Recall

Memory Types:

Episodic Spatial Prospective Theory of Mind
Yesterday 1 km north from… when __, do __ Other people’s thoughts
Two minutes ago between __ and __

Memory Processes:

Conflict resolution Information Integration

LTM skills



Colours Sally–Anne

Name list Spy meeting

Jokes Shopping list

Locations directions ChapterBreak

Quotes Restaurant

Trigger response

Test Scenarios ➡ 11 points



How the LTM Benchmark does NOT work

Prompt Response Eval.

One-shot evaluation

LLM

Dataset

sample

Template



A single very-long Benchmark↔Agent conversation.

How the LTM Benchmark DOES work 

Benchmark
System

Conversational
Agent



The Memory Span
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How the LTM Benchmark DOES work 

T3,1T2,1 T1,2 T2,2 T3,2 T1,3 T2,3 ···T1,1

Eval.
Multi-step, multi-task evaluation



Models tested

Semantic Retrieval

JSON scratchpad

LLMs LTM Agents

+

Input: 16k max

Input: 16k-60k
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Results

Truncation LLMConversation 
history Response



Results
LLM

Response

Agent

LTM System
Message

16k



Results

7.87 6.07 4.75 5.20 5.01 3.26



● Dynamic

● Realistic

● Challenging

Conclusions

Benchmark
System



● Transfer to chat scenarios

● Task interleaving increases difficulty

Conclusions



● Scores drop with longer memory spans

● Agents with LTM suffer less in the long run
○ Shorter context + LTM may provide a focusing effect

Conclusions



● Improve automatic evaluations

● Add more advanced tests
○ Forward and backward transfer

○ Integration of large amounts of information

○ Multi-modality

○ Multi-user scenarios 🔒

Future work
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