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Efficiency in Language Models

     Training
      
Post-Training

● Data Selection

● Training Optimizers

● Mixed Precision

● Initialization Techniques

● Weight-Sharing 

● Post-Training Quantization

● Pruning (Structured)

● Pruning (Unstructured)

● Knowledge Distillation

● Efficient Finetuning  

    HW-GPT-Bench: Efficient Pretraining with Weight Sharing + Search-based Pruning
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Inference Metrics in Language Models

                 Efficiency Metrics

● GPU memory consumption

● Latency

● Energy

● Number of parameters

● Floating Point Operations (FLOPS)

    HW-GPT-Bench: Calibrate Latency/Energy Prediction + Memory + Parameters + FLOPS

Deterministic 

Noisy and device dependent 
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Two-Stage Neural Architecture Search

                     Stage 1: Train with Weight Sharing     Stage 2: Multi-Objective Search

MO 
Algorithm

Perplexity 
Estimation

HW-Metric 
Estimation
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HW-GPT-Bench: Overview
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HW-GPT-Bench: Search Space Design

● RoPE
● Parallel Residual
● Weight tying (Embedding and Head)
● GPT-S, -M, -L, -XL
● Two Search Space Variants
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HW-GPT-Bench: Dataset Collection 

● Pretrain supernet on openwebtext

● Perplexity computed by inheriting subnetworks (openwebtext validation set)
● 10 observations for latency ( 8 GPUS, 5 CPUS): PyTorch Profiler
● 50 observations for energy ( 8 GPUS, 5 CPUS): Codecarbon, NVIDIA profiling

● Sample 10000 unique architectures per search space
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HW-GPT-Bench: Modeling the Perplexity and Memory Surrogate
● Simple MLP, 4 linear layers, 128 hidden, ReLU activation

● Kendall-Tau Correlation of > 0.9 across search spaces

9



HW-GPT-Bench: Modeling the Latency/Energy Surrogate

● Model mean and variance of 
the distribution 

● AutoGluon (stacked 
ensemble) outperforms other 
ensembling methods 

● Sample from the gaussian with 
predicted mean & variance 
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HW-GPT-Bench: Analysis and Interpretability

     Embedding dim and layer number quite important!
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HW-GPT-Bench as a Benchmark for Multi-objective Optimization

     Use a variety of optimizers from syne-tune

     2-objectives      3 objectives
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HW-GPT-Bench API

     Easy to use API for a variety of devices and model scales

13



14

Takeaway:

A new and calibrated hw-aware benchmark 
for Language Model Architectures
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