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The AndroidControl dataset



Package_name:"com.google.android.deskclock"
View_id_resource_name:"com.google.android..."
bounds_in_screen {
  left: 782
  top: 1762
  right: 950
  bottom: 1888
}
class_name: "android.widget.Button"
text: "OK"
content_description: ""
hint_text: ""
tooltip_text: ""
is_checkable: false
is_checked: false
is_clickable: true
…

high-level instruction
“In the clock app set an alarm for every Saturday at 6 am and called it time to walk”

screenshot + accessibility tree

“Open Clock app”
open_app <deskclock>

“Go to the alarm section”
click <108,2232>

“Click on the add button”
click <540,1959>

“Set hour to 6”
click <541,1621>

“Click on the am”
click <840,759>

“Click on OK option”
click <866,1825>

“Click on OK option”
wait

“Click on Saturday”
click <855,820>

“Go to the label section”
click <488,388>

“Name it time to walk”
input_text <”time 
to walk”>

“Click the OK button”
click <842,918>

UI action

UI element metadata

low-level instruction
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8-34 words in high-level 
instructions

3-14 words in low-level 
instructions

40 app categories

diverse actions

tasks with 1-13 steps

Statistics
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AndroidControl splits

in-domain test split

out-of-domain test split



Performance on the in-domain sub-split



TARGET: 99% step-wise accuracy required to achieve 95% episode accuracy for a 5-step task 

Fine-tuning performance using AndroidControl 
(PaLM 2S LoRA-tuned)

In-domain
target achieved with 2M episodes



In-domain
target achieved with 2M episodes

Out-of-domain
target achieved with 150M episodes

Fine-tuning performance using AndroidControl 
(PaLM 2S LoRA-tuned)

TARGET: 99% step-wise accuracy required to achieve 95% episode accuracy for a 5-step task 



IDD vs. OOD

● IDD: in-domain split
● OOD: out-of-domain splits

○ app-unseen
○ task-unseen
○ Category-unseen

● HL: high-level instructions
● LL: low-level instructions
● LT-X: LoRA tuned on X training episodes 

with LoRA rank = 4
● LT-X-r64: LoRA tuned on X training 

episodes with LoRA rank = 64
● [-Y] percentage point decrease from IDD 

accuracy
● [+Y] percentage point increase from IDD 

accuracy
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Accuracy vs. episode length



Summary

● AndroidControl: a large and diverse dataset for studying the performance of UI agents in 

and out of domain

● The performance of fine-tuned models improves linearly to the number of training episodes

● A sufficiently fine-tuned model outperforms much larger models operating in zero-shot or 

few-shot setup

● Out of domain fine-tuning alone is not a viable solution because of the very large number of 

training data required to handle high-level instructions
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Thank you for your attention!


