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We examine the impact of various observation spaces, specifically 
RGB, RGB-D, and point clouds, on robot learning.

ü Point cloud methods consistently outperform other modalities.
ü The depth modality generally degrades performance across all 

settings.
ü Using PVRs can lead to better performance on average, though not 

for all individual tasks.

Point cloud methods are better on camera view and visual changes.

ü Post-sampling can significantly enhance the performance.
ü Coordinate > color information, but using both is the best.
ü Alternatives like pointmap still lags behind point clouds.
ü EE frame can enhance point cloud performance in many cases.

Task Reach Cube Pick Cube Fold Cloth
RGB 0.60 0.05 0.65
RGB-D 0.30 0.20 0.50
Point Cloud 0.80 0.40 0.80

Real-world results align with our simulated experiments.
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