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Unsupervised RL Pretraining

Ingredient 1

Reward-free offline data

Ingredient 2

Masked prediction[1]

(s1,a1,s2,a2, s3, a3)

A unified model learns versatile skills[1,2]

Bidirectional Transformer 𝜽

s1 a1 s3s2 a2 a3

s1 a1 s3s2 a2 a3
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Masked Input

Output

[1] Liu et al., 2022, Masked Autoencoding for Scalable and Generalizable Decision Making

[2] Sun et al. , 2023, SMART: Self-supervised Multi-task pretrAining with contRol Transformers



Masked Prediction on Decision-making Data

• A mask scheme =  A reusable skill (s1,[MASK],s2,a2,[MASK], a3)

• Random masking[1]?

s1 a1 s2 a2 s3

“Heavy Information redundancy[1]”

Our research question:

How to design & arrange mask schemes for decision-making data?

“Interleaved modality”

[1] Liu et al., 2022, Masked Autoencoding for Scalable and Generalizable Decision Making

a3



Curriculum Masking

• Main intuition: humans organize knowledge in a curriculum, from easy to hard 

• Block-wise masking: a semantic entity of skill

Random Masking

s1 a1 s2 a2 s3 a3

Block-wise Masking (block size=3)

s1 a1 s2 a2 s3 a3

• Small block size &  mask ratio: local dynamics

• Large block size & mask ratio: global dependency

How to design & arrange mask schemes 
for decision-making data?



Curriculum Learning

• Evaluate learning progress: target loss decrease[1]

• Select masking schemes based on learning progress: multi-armed bandit algorithm EXP3[2]

Masking Pool 𝓜

Block Size=b1 Mask Ratio=r1

Block Size=bN Mask Ratio=rN

...

M1:

MN:

[1] Graves et al., 2017, Automated curriculum learning for neural networks

[2] Auer et al., 2002, The nonstochastic multiarmed bandit problem

• Core of Curriculum Masking: dynamically adjust mask 
schemes based on the learning progress



Downstream Performance
• Skill Prompting

• Goal-conditioned Planning

• Offline RL

CurrMask consistently outperforms other baselines on various downstream tasks



Analysis

Impact of Block-wise Masking Impact of Masking Curricula

Attention Maps Skill Prompting reward v.s. rollout length



Summary

• Curriculum Masking for unsupervised RL pretraining

• A unified model to learn versatile skills

• Adaptivity in adjusting learning strategy

• Superior ability to extract local dynamics & global dependencies

• Limitations

• A training time (wall clock time) overhead of 4.7% 

• Advantages could be affected by the underlying structure of the environment
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