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Text-to-video (T2V) technology & human evaluation

A large-scale review of nearly 100 articles revealed the 
shortcomings of existing human evaluation protocols.

Observations: 

• Evaluation methods vary widely, and many lack detailed 
disclosure of the protocols

Lack Reproducibility

• Many employ laboratory-recruited annotators (LRAs) 
without corresponding training 

Lack Reliability

• Number of annotations can reach tens of thousands, and
 increases in �(�2) trend

Lack Practicality



Text-to-Video Human Evaluation Protocol (T2VHE)

•Evaluation metrics: 
 4 objective indicators, 
 2 subjective indicators, 
 each with 2 reference 
 perspectives

•Evaluation method: 
 comparative method, 
 quantized by Rao and
 Kupper model

•Evaluators: 
 provide detailed anno-
 tator training, support
 both crowdsourcing
 annotators (e.g. AMT)
 and LRAs

•Dynamic evaluation module: select annotation objects based on sample importance and model strength differences



Evaluation metrics & Evaluation method

Annotation interface Instruction example



Evaluators  & Dynamic evaluation module

Comparison of the inter-annotator agreement (IAA) 

û  Low consensus between the pre-training LRAs and AMT
    raters, two sets of model rankings are completely different

ü  Annotation quality of post-training LRAs is almost identical    
     to that of crowdsourcing annotators, so as the rankings

ü Trained LRAs show significant improvement in inter-
    annotator agreement, i.e. annotation quality



Human evaluation result

Analysis of results：

• Annotation results obtained by the pre-training LRAs markedly differ from those of the other three groups.
• Annotation results of the trained LRAs closely mirror those of the AMT personnel
• Closed-source models typically perform better. 



Module validation

Verification of Effectiveness

ü Dynamic module cuts annotation costs to about 53% of the
    original expense while achieving comparable outcomes. 

ü Dynamic module demonstrates a nearly linear growth
in annotation demands as the number of models increases.

Verification of Reliability

ü Pre-evaluation annotation ensures that valuable samples   
    are not discarded

ü Bootstrap confidence intervals shows that it only needs a small
    part of annotations to obtain a stable estimate of model rankings



Thank You!

Code: https://github.com/ztlmememe/T2VHE
Paper Link: https://arxiv.org/abs/2406.08845

https://github.com/thu-ml/HiDe-Prompt
https://arxiv.org/abs/2406.08845

