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We show that partners' specialization, in 
addition to diversity, is crucial for training a 

robust cooperative agent.

SpecTRL reduces overfitness of XP-min partners 
that already have good diversity and 

specialization

Cross-play minimization (XP-min) generates diverse agents

Mix-play regularization (MP-reg) reduces overfitness of XP-min agents but agents 
might lose specialization

Core result #1:
Three measures representing a population’s quality

𝑥 = 𝑓(𝜏) is a characteristic of a trajectory 𝜏 given a characteristic function 𝑓

Diversity

Entropy of the trajectory characteristic of an entire population

Specialization

Negative expected entropy of the characteristic of each joint policy

Overfitness

The compliment of expected success rate (R) of the joint policies in the population 
when matched with an oracle generalist (OG)

Core result #2:
Unspecialized or overfit partners induce less 

robust generalist agents

Proposed method: Specialization Transfer

SpecTRL: Specialization transfer with 
reinforcement learning

distilling via the reward maximization 
objective incentivizes the distilled 
partners to “nudge” the source partners 
to perform cooperative behaviors

SpecTRL DAgger: Adding DAgger to SpecTRL

Useful for stabilizing the distillation process by directly 
transferring the knowledge from the source policy

Evaluation environment: Multi-recipe Overcooked

𝑥 = 𝑓(𝜏) is a one-hot vector representing the 
completed recipe of a trajectory 𝜏 

Core result #3: SpecTRL removes overfitness

Core result #4: SpecTRL DAgger removes overfitness while 
maintaining diversity

when applied to XP-min population

The partner quality landscape

Th
e co

lo
r b

ar
rep

re
sen

ts
p

o
p

u
latio

n
d

iversity


	Slide 1

