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•LLM progress in recent years has been rapid
•LLMs learned to lie [Hagendorff, 2024]1, [Park et 
al., 2024]2

1Hagendorff, Thilo. "Deception abilities emerged in large language models." Proceedings of the National Academy of Sciences 121.24 (2024): e2317967121.
2Park, Peter S., et al. "AI deception: A survey of examples, risks, and potential solutions." Patterns 5.5 (2024).

Definition „lying“: knowingly outputting false
statements
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Problem: 
Generalization
Failures!



Failure to generalize:

Test set:

Train set: True

True

False

False

Affirmative Statements

Negated Statements
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Contributions

• Explain the generalization failure from affirmative to negated
statements

• Find a well-generalizing truthfulness representation
• This representation can be found in multiple LLMs → „universal“
• Extensive generalization experiments
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Detecting lies generated by the LLM
• 52 real-world scenarios [Pacchiardi et al., 2023]1

1Lorenzo Pacchiardi. How to catch an ai liar: Lie detection in black-box llms by asking unrelated questions. In The Twelfth International Conference on Learning 

Representations, 2023.



Detecting lies generated by the LLM
• 52 real-world scenarios [Pacchiardi et al., 2023]1

1Lorenzo Pacchiardi. How to catch an ai liar: Lie detection in black-box llms by asking unrelated questions. In The Twelfth International Conference on Learning 

Representations, 2023.

Classification accuracy of a linear classifier: 93.8 ± 1.5%



Paper: Code:

Thanks for your attention!
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