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Background Problem

Semi-supervised Graph Domain Adaptation (SGDA), as a subfield of graph transfer learning, seeks to 

precisely annotate unlabeled target graph nodes by leveraging transferable features acquired from the 

limited labeled source nodes. 



Challenges

Existing Semi-Supervised Graph Domain Adaptation (SGDA) models mainly face three 

challenges:

CH1: Current GCNs-based methods typically mine the graph structure information in the 

deep feature space, which is a suboptimal way because the graph structure information may 

be lost or destroyed after passing through the GCNs-based feature extractors.

CH2: Existing GDA methods often employ adversarial learning to reduce domain 

discrepancy. However, adversarial training is an unstable process that may destroy the 

category information hidden in node features.

CH3: Given the limited number of labeled nodes in the source domain graph, the model is 

prone to overfitting when only relying on the source domain classification loss for 

optimization.



Methodology

CH1: Mining the graph structure information of graphs in the feature space is a suboptimal operation 

because the node features extracted by the GCNs-based feature extractor have already lost some 

structure information.

Step 1: Sample multiple subgraphs

Step 2: Compute the topological features 

of subgraphs separately in the input space 

and the hidden layer space.

Step 3: Align the topological structures of 

the input and latent spaces.

Step 4: Aggregate the topological discrepancy of multiple 

subgraphs and generalize across two domains.

Subgraph Topological Structure Alignment



Methodology

CH2: Using adversarial learning to align feature distributions across domains is an unstable process that 

may destory the class information hidden in node features.

Step 1: Map node features to spherical space

Step 2: Use geodesic projection to map spherical 

features onto multiple circles

Step 3: utilize the spherical sliced-Wasserstein 

(SSW) distance to measure domain discrepancy

Step 4: Minimize the domain discrepancy during training

Sphere-guided Domain Alignment



Methodology

CH3: The source domain graph has too few labeled nodes, making the model prone to overfitting issues.

Step 1: introduces shift parameters to perturb 

source and target domains node features

Step 2: Maximize the mutual information 

between the predictions of the original node 

features and the perturbed node features

Robustness-guided Node Clustering



Model Optimization

The overall objective of TFGDA： 



Experiments

We run experiments on three real-world graphs.

Six typical transfer tasks are considered in our experiments: A→C, A→D, C→A, C→D, D→A and D→C. 

Datasets： 



Experiments

Results and Discusssion：
We can find that TFGDA greatly outperforms all competitors and becomes a state-of-the-art method.



Experiments

Visualization of Node Features：
Compared with other competitors, TFGDA achieves exactly 5 clusters with clean decision boundaries, indicating 

that our model can capture more fine-grained transferable features as well as align more complex distributions.
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