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Review of the Overparameterized Non-
convex Matrix Sensing
Matrix sensing aims to recover an unknown low-rank matrix                  
from its linear measurement                   by solving the following 
optimization problem

where                                , of particular interest is the case 
where          . 
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Review of the Overparameterized Non-
convex Matrix Sensing
Matrix sensing aims to recover an unknown low-rank matrix                  
from its linear measurement                   by solving the following 
optimization problem

where                                , of particular interest is the case 
where          . The problem is challenging due to the following reasons:
① The optimization problem is non-convex and non-smooth;
② The saddle points can slow down the converges of the 

gradient based algorithms;
③ Overparameterization can further degenerate the convergence 

of GD from linear rate to sub-linear rate;
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Review of the Overparameterized Non-
convex Matrix Sensing

The results in Table 1 and Figure 3 illustrate the performance of 
current gradient-based methods on this canonical problem.
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Review of the Overparameterized Non-
convex Matrix Sensing

The results in Table 1 and figure illustrate the performance of 
current gradient-based methods on this canonical problem.

Figure 1: Comparison of convergence for PrecGD, GD, and AGN across various condition 
numbers, with the right subfigure extending the left by iterat- ing from 300 to 1000.



where                                                                   and                 is the 

identity matrix. The case                 with                   and                   

corresponds to the asymmetric matrix sensing. 
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Approximated Gauss-Newton method(AGN)
2.1 AGN for asymmetric matrix sensing

We unify the formulation of symmetric and asymmetric  low rank 
matrix sensing (LRMS) into a single, simplified expression: 



By employing the Gauss-Newton method, one can update the variable 

as                                  where    
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Approximated Gauss-Newton method(AGN)
2.1 AGN for asymmetric matrix sensing

We apply a Gauss-Seidel method to solve the above least square 
problem as

By employing the Gauss-Newton method, one can update the variable 

as                                  where    
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Approximated Gauss-Newton method(AGN)
2.1 AGN for asymmetric matrix sensing

Thanks to the RIP condition of the LRMS problem, one can 
approximate the Gauss-Newton direction by the following

where                                     and                                               ,         
denotes the minimum norm solution. 
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Approximated Gauss-Newton method(AGN)
2.1 AGN for asymmetric matrix sensing

Lemma 1 suggests that AGN with a constant step-size is indeed a 
descent method for the overparameterized LRMS.
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Approximated Gauss-Newton method(AGN)
2.2 AGN for symmetric matrix sensing

The case                 correspons the the symmetric matrix sensing. 

There are two different ways to deal with symmetric MS, by symmetric 

parameterization            or asymmetric parameterization                   , 

where  

and the update is given by                                                                    
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Approximated Gauss-Newton method(AGN)
2.2 AGN for symmetric matrix sensing

Figure 2. Convergence of AGN under Sym. and Asym. parameterization of 
symmetric LRMS.
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Saddle point analysis

We consider the population risk of the LRMS problem as solving the 
following problem

The objective function corresponds to                                               
where                   and                  . The saddle point of the non-
convex objective is denoted by                      where    is defined as

where                     is the SVD of the matrix M.
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Saddle point analysis
We now establish the following theorem to characterize the saddle 
point analysis.
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Saddle point analysis
We now establish the following theorem to characterize the saddle 
point analysis.

Figure 3: Illustration of the gradient norm for GD, PrecGD, and the proposed AGN, with the 
right subfig- ure showing a zoomed-in region of the left for iterations from 100 to 500. 
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Main results
We now present the convergence result of the proposed AGN method.
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Main results
We now present the convergence result of the proposed AGN method.

Figure 1: Comparison of convergence for PrecGD, GD, and AGN across various condition 
numbers, with the right subfigure extending the left by iterat- ing from 300 to 1000.
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