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Has AI become powerful enough compare to the human brain?

No!

High energy 
comsuption

GPT-4o~300,000W

Human brain~20W

Low 
robustness

Adversarial attacks

Goodfellow et al. (2015)

Huge amount 
of training data

“We will run out of data 
between 2026 to 2032”
Villalobos et al. (2024)

Bad Generalization 
Capability

GAIA: a benchmark for General AI Assistants

Yann Lecun et al. (2023)



How to solve these problems?

Back to the brain!



Dendrite: An important part for nonlinear integration

Chavlis, Poirazi (2021)

Dendrite has powerful 
nonlinearity!

A single neuron with dendrite can do:
• Logical operation
• Signal amplification
• Parallel nonlinear processing
• …

Questions: Is it possible to incorporate 
dendritic nonlinearity into ANN?
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Multilayer-perceptron (MLP)

Biological interpretation

Need to quantify the dendritic 
nonlinearity at first.
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Frank Rosenblatt (1958)



Dendritic bilinear integration rule

Given input 𝒙,	Dendritic bilinear integration rule can be simplified as:  
soma 𝒙 = (𝒘⨀𝒙)!𝑲(𝒘⨀𝒙) + 𝒘 ⋅ 𝒙 + 𝒃
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Li et al. (CPAM 2023)



Dit-CNN: Dendritic integration inspired CNN

Fukushima et al. (1980)

𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑐	𝑛𝑒𝑢𝑟𝑜𝑛(𝑥", 𝑥#, 𝑥$) = 𝜎(𝑤" ∗ 𝑥" + 𝑤# ∗ 𝑥# + 𝑤$ ∗ 𝑥$ + ∑%,'("$ 𝜅%'	(𝑤% ∗ 𝑥%) ⋅ (𝑤' ∗ 𝑥'))
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Performance on CIFAR: Dit-CNNs shows 
significant enhancements

CIFAR dataset: 
60000 32×32 
training images, 
10000 test images



Performance on ImageNet-1K: Dit-CNNs compete 
favorably with state-of-the-art models

ImageNet: Large scale high 
resolution image (224×224) 
dataset with 1.28M training 
images and 50K test images from 
1000 classes.



Theorem: Quadratic neuron always achieves 
optimal solution by capture data correlation
Class1~𝑵 𝝁𝟏, 𝚺𝟏 	 Class2~𝑵(𝝁𝟐, 𝚺𝟐)

Theoretically optimal solution: 
𝑦%&' 𝑥 = 𝑎𝑟𝑔𝑚𝑎𝑥(∈ !," 𝑝((𝑥)

𝑵 𝟎
𝟎 , 𝟐. 𝟏 𝟎. 𝟒

𝟎. 𝟒 𝟐. 𝟎

𝑵( 𝟐𝟐 , 𝟎. 𝟏 𝟎. 𝟏
𝟎. 𝟏 𝟎. 𝟑 )



Theorem: Quadratic neuron always achieves 
optimal solution by capture data correlation
Class1~𝑵 𝝁𝟏, 𝚺𝟏 	 Class2~𝑵(𝝁𝟐, 𝚺𝟐)

Theorem (informal, Liu et al 2024). A single quadratic neuron 
can always achieve the theoretically optimal solution.

A quadratic neuron MLP with two-layerTheoretically optimal solution: 
𝑦%&' 𝑥 = 𝑎𝑟𝑔𝑚𝑎𝑥(∈ !," 𝑝((𝑥)
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Theorem: Quadratic neuron always achieves 
optimal solution by capture data correlation

Quadratic coefficients equal to the 
covariance matrice of data
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Similarity between quadratic coefficient and 
covariance matrice of data shows the capability of 
quadratic neurons to capture correlations.



Summary
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• Our analysis shows that the superior generalization 

capability of quadratic neurons stems from their 

inherent ability to capture data correlations.

• We propose a new type of brain-inspired artificial neural 

network by incorporating dendritic bilinear integration rule 

into CNNs, which compete favorably with state-of-the-art 

models.
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CIFAR-10 ImageNet-1K
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Thanks!


