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Sequential setting without Task Diversity assumption4

=>  the environment can act adversarial by hiding 
some subspace’s dimensions

Problem: sequential multitask linear bandits



2

Medium

Explore

n=1

New dim

Explore

MediumCost

Learner

Env

Task 6

New dim

Explore

The subspace is 
fully revealed!

Medium

2

Small

Exploit

4

New dim

Large

Exploit

… N

Small

Exploit

3

Exploit

Small

5

Exploit

Small

Approach



*Informal guarantee

Regret guarantee



Thank you

Summary


	Slide 1
	Slide 2
	Slide 3: Problem: sequential multitask linear bandits
	Slide 4
	Slide 5
	Slide 6
	Slide 7

