


Meta-learning offers a promising avenue for few-shot learning (FSL), 
enabling models to glean a generalizable feature embedding. Yet, in 
practical scenarios where the target task diverges from that in the source 
domain, meta-learning based method is susceptible to over-fitting.
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Motivation

CUB Cars



To overcome this, we introduce a novel framework, Meta-Exploiting 
Frequency Prior for Cross-Domain Few-Shot Learning.
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Framework



Our method consists of an Image Decomposition Module (IDM) and a 
Prior Regularization Meta-Network (PRM-Net). 
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Framework



Eight benchmarks.
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Results



5

Results

Comparison with the baseline and ablation study
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Results

Comparison with state-of-the-art methods in 5-way 1-shot setting
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Results

Comparison with state-of-the-art methods in 5-way 5-shot setting

The proposed method achieves state-of-the-art performance on a 
eight cross-domain FSC benchmarks.
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Conclusions

Thanks!


