
• Docid design: regularized fusion approach

• Key idea: (i) use pseudo-queries generated from the document as 

docids with a query generation (QG) model; (ii) : jointly optimize 

the relevance and distinctness that fuses the latent space of a QG 

model, i.e., a docid generation model, and that of an autoencoder 

(AE) model

• Relevance regularization term: (i) encourage the representation 

of a document and that of the corresponding docid (i.e., pseudo-

query) to be close to each other in the shared latent space. (ii) 

increase the distance between the representation of a document 

and that of irrelevant docids associated with other documents

• Distinctness regularization term: To enhance the distinctness 

between documents and between docids, we push away the 

representations of different documents in the document space and, 

simultaneously, push away the representations of different docids 

in the docid space
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• Generative retrieval (GR) represents a novel approach to information 

retrieval. It uses an encoder-decoder architecture to directly produce 

relevant document identifiers (docids) for queries. While this method 

offers benefits, current approaches are limited to scenarios with binary 

relevance data, overlooking the potential for documents to have multi-

graded relevance. Extending GR to accommodate multi-graded 

relevance poses challenges, including the need to reconcile likelihood 

probabilities for docid pairs and the possibility of multiple relevant 

documents sharing the same identifier. 

• To address these challenges, we introduce a framework called GRaded 

Generative Retrieval (GR2). GR2 focuses on two key components: 

ensuring relevant and distinct identifiers, and implementing multi-

graded constrained contrastive training. First, we create identifiers that 

are both semantically relevant and sufficiently distinct to represent 

individual documents effectively. Second, we incorporate information 

about the relationship between relevance grades to guide the training 

process. Extensive experiments on datasets with both multi-graded and 

binary relevance demonstrate the effectiveness of GR2.

Abstract

Approach - Docid

• Generative retrieval (GR) encodes all information in a corpus into the model parameters, and 

produces a ranked list based on a single parametric model

• Current work on GR mainly focuses on binary relevance scenarios, where a binary division into 

relevant and irrelevant categories is assumed [20, 52, 83]

• The standard Seq2Seq objective, via maximizing likelihood estimation (MLE) of the output sequence 

with teacher forcing, has been used extensively in GR due to its simplicity

• In real-world search scenarios, documents may have different degrees of relevance [18, 71, 72, 82] 

• A straightforward approach to extending GR to multiple grades, involves having the GR model 

generate the likelihood of docids with higher relevance grades being greater than that of lower grades

• However, the variation in docid lengths may lead to smaller likelihood scores for longer docids

• Besides, essential topics in multi-graded relevant documents may be similar, emphasizing the need 

for a one-to-one correspondence between document content and its identifier to ensure distinctness

• Consequently, harnessing a GR model’s capabilities for multi-graded relevance ranking in a 

relatively succinct manner remains an non-trivial challenge

• Contribution: A novel GRaded Generative Retrieval (GR2) framework

• Docid: Enhance docid distinctness while ensure its relevance to document semantics

• Relevance: A multi-graded constrained contrastive loss to capture different relevance grades

• Application: Two learning scenarios, i.e., supervised learning and pre-training

Introduction

• Supervised learning (GR2S)

• Pre-training and fine-tuning (GR2P): (i) To construct pre-training data, we use the English Wikipedia [87] to build a set of pseudo-pairs of queries and docids. 

(ii)We use the unique titles of Wikipedia articles as the docids for pre-training and assume that a random sentence in the abstract can be viewed as a 

representative query of the article

• grade 4: the Wikipedia article from which the query is sampled, is regarded as the most relevant document

• grade 3: We use the See Also section of a Wikipedia article in which hyperlinks link to other articles with similar or comparable information, which is 

mainly written manually. If there exists no See Also section, we use a similar section, i.e., the Reference section

• grade 2 and grade 1: Besides the See Also section, some hyperlinks link to pages that describe the concept of some entities in detail. We randomly sample 

several anchor texts from the first section and other sections, respectively, and regard the linked target pages as grade 2 and grade 1 relevant documents, 

respectively

Approach - Optimization

Experimental settings & results

• Conclusion:

• We have proposed a MGCC loss for multi-

graded GR that captures the relationships 

between multi-graded documents in a 

ranking, and a regularized fusion method to 

generate distinct and relevant docids. They 

work together to ensure more accurate GR 

retrieval. Empirical results on binary and 

multi-graded relevance datasets have 

demonstrated the effectiveness of the 

proposed method. 

• Future directions: 

• We adopt hard weights for each relevance 

grade; what is the effect of a soft assignment 

setting in the MGCC loss? 

• The generated docids remain fixed after 

initialization; how to perform joint 

optimization of the docid generation and the 

retrieval task? 

Conclusion & Future work
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Approach – MGCC loss
• Multi-graded constrained contrastive loss: force positive pairs closer together in the representation 

space, but the magnitude of the force is dependent on the relevance grade

• Grade penalty: To distinguish between multiple positive pairs, our key idea is to apply higher 

penalties to positive pairs constructed from higher grades, forcing them closer than negative pairs 

constructed from lower grades

• Grade constraint: A class higher in the hierarchy cannot have a lower confidence score than a class 

lower in the ancestry sequence:

• MGCC loss: 

Table 4: Comparison between GR methods and 

the full-ranking baseline
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