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Conceptual idea of QCS

For training a policy with an offline dataset,
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Follow *RCSL when learning from optimal

QCS Policy Training trajectories where it predicts actions confidently

@ —> ‘B—_c’s_—l_—_______;_____.::, | but the Q-function may stitch incorrectly.
Optimal Loss Function S 7
—* - 4 N
@ — \Q'A'd Refer to the Q-function when learning from
Offline Dataset | Sub-optimal Loss Function | sub-optimal trajectories where RCSL is less
certain but the Q-function is likely accurate.
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*RCSL? (e.g. Decision Transformerl'], etc.)
e RCSL is a method in which policies are learned by conditioning on target outcomes, framing RL as a
sequence modeling problem.
e RCSL has shown effective planning capabilities, but it lacks stitching ability.

[1] Chen, Lili, et al. "Decision transformer: Reinforcement learning via sequence modeling." NeurlPS 2021.



When Is Q-Aid Beneficial for RCSL?

halfcheetah-e halfcheetah-m-r hopper-e hopper-m-r walker2d-e walker2d-m-r
_Dr__ 91.4 + 1.7 36.6 + 0.8 110.1 0.9 82.7+7.0 109.2 + 1.5 66.6 + 3.0
( max-Q 4.1 +1.1 52.8 +0.4 1.8+ 1.0 92.1 +£2.6 -02+0.6 91.2+ 1.9
= 'argmaxaeAQ(s, a)
For optimal datasets For suboptimal datasets
( ) 4 )
e RCSL (DT) shows suboptimal performance
e RCSL (DT) tends to perform well by due to a lack of stitching ability.
mimicking actions. e The max-Q policy outperforms RCSL by
e The max-Q policy performs notably poorly. stitching together suboptimal trajectories
using dynamic programming.
. J . J

— Q-aid can compensate for RCSL's lack of stitching ability in suboptimal datasets.
— However, in optimal datasets, Q-aid might hinder RCSL. (why? - see next page)



Why Does Max-Q Policy Struggle with Optimal Datasets?

Optimal dataset

—

The optimal dataset consists of similar
actions that produce similarly high
Q-values for each state.

Sub-optimal dataset
The sub-optimal dataset consists of various

actions that produce different Q-values for
each state.



Why Does Max-Q Policy Struggle with Optimal Datasets?
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Action (1D) : Moves in direction with 2x magnitude
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Overgeneralization — The Q-function becomes noise-sensitive and inaccurate.




Q-Aided Conditional Supervised Learning

The complementary relationship

e RCSL excels at mimicking optimal, narrow datasets.
e The Q-function becomes a more effective critic when trained on diverse datasets with varied
actions and Q-values.

— Related to trajectory optimality (trajectory return).

We can apply varying degrees of Q-aid based on the trajectory return
for each sub-trajectory in RCSL.

trajectory return
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Experiments

RCSL Methods Value-Based Methods Combined RCSL-Value Methods QCS (Ours) 1nnnl Max Trajectory Return
(DT/DC/RVS) (TD3+BC/IQL/CQL/SQL) (QDT/EDT/CGDT/ACT/POR)
*Best methods in each group
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Value-Based Method RCSL Combined Method Ours Value-Based Method RCSL Combined Ours
Dataset TD3+BC IQL CQL SQL | DT DC RvS-R | QDT EDT CGDT ACT POR QCS-R Dataset TD3+BC IQL CQL SQL | DT DC RvS-R RvS-G POR QCS-R QCS-G
halfcheetah-m 483 474 440 483 | 426 430 416 | 423 425 430 491 488 | 59.0+0.40 antmaze-u 786 875 740 922 | 656 850 644 654 90.6 927 +3.9 925+ 4.6
hopper-m 593 663 585 755 | 67.6 925 602 | 665 635 969 678 786 | 96.4+3.72 antmaze-u-d 714 622 840 740 | 512 785 701 60.9 713 723+ 124 825482
walker2d-m 837 783 725 842 | 740 792 717 | 671 728 79.1 809 811 | 8824108 antmaze-m-p 106 712 612 802 | 43 332 45 58.1 84.6 81.6+6.9 848+ 115
halfcheetah-m-r 446 442 455 448 | 366 413 380 | 356 378 404 430 435 | 541076 antmaze-m-d 30 700 537 791 | 12 2715 77 673 792 795+58 752+ 11.9
hopper-m-r 609 947 950 997 | 827 942 735 | 521 890 934 984 989 | 1004 1.05 antmaze-1-p 02 396 158 532 | 00 48 35 324 58.0 68.7+738 700 + 9.6
walker2d-m-r 81.8 739 772 812 | 666 766 606 | 582 748 78.1 561 766 | 94.1+201 antmaze-1-d 00 475 149 523 | 05 123 37 369 734 706 +5.6 773+ 112
halfcheetah-m-e || 907 867 916 940 | 868 930 922 - 936 961 947 | 933x178 average 273 630 506 718 | 205 402 256 535 76.2 716 80.4
hopper-m-¢ 980 915 1054 1118 | 107.6 1104 101.7 | - 107.6 1115 90.0 | 1102241
walker2d-m-e 1101 109.6 108.8 1100 | 108.1 109.6 1060 | - 1093 1133 109.1 | 116.6 +2.44
average 753 710 716 831 | 747 822 717 : 824 796 80.1 9.3
e QCS significantly outperforms prior value-based methods, RCSL, and combined methods.
e QCS greatly boosts efficiency in AntMaze, especially in large environments where RCSL struggled.

— QCS successfully combines the strengths of both RCSL and the Q-function.




Discussions and Take-aways

e By adaptively integrating Q-aid into RCSL, it is possible to achieve performance that
surpasses the maximum trajectory performance of each dataset.
e Depending on the task, a more advanced method that can efficiently evaluate the

Q-function’s overgeneralization and provide appropriate Q-aid may be necessary.



