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Introduction

• Node classification is the task of predicting the labels of unlabeled nodes in a graph.

• SOTA methods based on graph neural networks achieve excellent performance when all labels are 

available during training.

• But in real-life, models are often applied on data with new classes, which can lead to massive 

misclassification and thus significantly degrade performance.

• Hence, developing open-set classification methods is crucial to resolve this issue.

◼Background



Introduction

Major challenges in Graph Learning: 

mostly based on closed-world assumptions, lacking generalization ability

• Restricting the category space to remain consistent between the training and the testing stages.

• Most methods based on the open-world assumption adhere to a transductive setting.

• Most open-set node classification methods on graphs are based on discriminative or generative 

models, lacking new approaches.

◼Motivation



Introduction

• A novel method, 𝐸𝐺𝑜𝑛𝑐, for open-set node classification is proposed by redefining the 

open-world graph learning paradigm based on the energy model and elaborate unknown-

substitute generation.

• 𝐸𝐺𝑜𝑛𝑐 has nice theoretical properties that guarantee an overall distinguishable margin 

between the detection scores for IND and OOD samples.

• No open-set data (samples of unknown classes or any side information of unknown classes) 

is required during training and validation. 

• 𝐸𝐺𝑜𝑛𝑐 is agnostic to specific GNN architecture and demonstrates robust generalization 

capabilities.

◼Contribution



Model

◼Overview of 𝐸𝐺𝑜𝑛𝑐 model. Our model is mainly consists of three components:

➢ Substitute Unknowns Generation

➢ An effective way for generating Substitute 

unknown nodes

✓ Inter-Class Unknown substitute

✓ External Unknown substitute

➢ Energy Propagation

➢ An bridge between the energy function and 

an open-set classifier

➢ Open-Set Classifier Learning 

➢ An learing module to guarantee the 

classification of known classes and the 

rejection of the unknown class.  



Model

问题
◼ Inter-Class Unknown substitutes

◼External Unknown Substitutes

൝
𝑥𝑖 = 𝛼ℎ𝑖

𝑘 𝜃1; 𝑥𝑖, 𝐴 + (1 − 𝛼)ℎ𝑗
𝑘 𝜃1; 𝑥𝑗, 𝐴

𝑦𝑖 = 𝐶 + 1

ℎ(𝑐)
𝑘 =

1

|𝑋𝑐|


𝑥𝑖∈𝑋
𝑐

ℎ𝑖
𝑘 𝜃1; 𝑥𝑖, 𝐴 , 𝑐 = 1,… , 𝐶

൝
𝑥𝑖 = 𝛽ℎ𝑖

𝑘 𝜃1; 𝑥𝑖, 𝐴 + (−𝛾 ℎ 𝑦𝑖
𝑘 )

𝑦𝑖 = 𝐶 + 1



Model

问题
◼Energy Propagation

𝐸(𝑘) = 𝑘𝐸(𝑘−1) + (1 − 𝑘)𝐷−1 መ𝐴𝐸(𝑘−1)

መ𝐴 = 𝐷−1/2𝐴𝐷−1/2

𝐸(𝑘) = [𝐸𝑖
(𝑘)
]



Model

问题
✓ 𝑙1 = σ(𝑥𝑖,𝑦𝑖)𝜖𝐷𝑡𝑟

𝑙𝐶𝑟𝐸(ෝ𝑦𝑖, 𝑦𝑖) + 𝜆1σ𝑥𝑖𝜖𝑋𝑠𝑢𝑏
𝑙𝐶𝑟𝐸(ෝ𝑦𝑖, 𝐶 + 1)

✓ 𝑙1 use 𝑙𝐶𝑟𝐸 ෝ𝑦𝑖, 𝑦𝑖 = −𝑦𝑖𝑙𝑜𝑔 ෝ𝑦𝑖 to maximize data likelihood

✓ 𝑙2 = σ(𝑥𝑖,𝑦𝑖)𝜖𝐷𝑡𝑟
𝑙𝐶𝑟𝐸(ෝ𝑦𝑖/𝑦𝑖, 𝐶 + 1) + σ𝑥𝑖𝜖𝑋𝑠𝑢𝑏

𝑙𝐶𝑜𝐸(ෝ𝑦𝑖, 𝑦𝑖)

✓ 𝑙𝐶𝑜𝐸 = −σ𝑐=1,𝑐≠𝑦𝑖
𝐶+1 ෞ𝑦𝑖,𝑐

1−ෞ𝑦𝑖,𝑦𝑖

𝑙𝑜𝑔
ෞ𝑦𝑖,𝑐

1−ෞ𝑦𝑖,𝑦𝑖

✓ 𝑙2 use 𝑙𝐶𝑜𝐸 and to 𝑙𝐶𝑟𝐸 to eliminate the effects of complement 

classes

✓ 𝑙3 = 𝑘1 σ 𝑥𝑖,𝑦𝑖 𝜖𝐷𝑡𝑟
𝜎 𝐸𝑖𝑛𝑑 𝑥𝑖 +σ𝑥𝑗𝜖𝑋𝑠𝑢𝑏

𝜎 𝐸𝑜𝑜𝑑 𝑥𝑗

✓ +𝑘2 σ 𝑥𝑖,𝑦𝑖 𝜖𝐷𝑡𝑟
𝜎 𝐸𝑖𝑛𝑑 𝑥𝑖

2
+σ𝑥𝑗𝜖𝑋𝑠𝑢𝑏

𝜎 𝐸𝑜𝑜𝑑 𝑥𝑗
2

✓ And the loss function is 𝑙𝑡𝑜𝑡𝑎𝑙 = 𝑙1 + 𝜆2𝑙2 + 𝜆3𝑙3



Experiment

✓ Our method consistently 

outperforms baseline 

methods for all datasets.

✓ Specifically, Our method is 

better than GNNSAFE, 

𝑔2𝑝𝑥𝑦 and OpenWGL in the 

inductive learning setting, 

which are the state-of-the-art 

method.

We select five real-world datasets. 

✓ Cora

✓ Citeseer

✓ DBLP

✓ PubMed

✓ Ogbn_arxiv 



Experiment

1. As shown in Table 8, our proposed  method consistently outperforms the baselines in terms of Acc and F1 on 

different datasets in the transductive learning setting.

2. As shown in Table 3, when compared under far open-set classification setting, our model consistently outperforms 

them in all metrics. 



Experiment

1. As shown in Table 2, we 

compare variants of 𝐸𝐺𝑜𝑛𝑐 with 

respect to the generative 

strategy and different losses to 

demonstrate its effect.



Experiment

1. As shown in Table 4, the 

proposed model 𝐸𝐺𝑜𝑛𝑐 is 

agnostic to specific GNN 

architecture and demonstrates 

robust generalization capabilities.



Conclusion
• In this paper, we propose a novel energy-based generative open-set node classification method, 

𝐸𝐺𝑜𝑛𝑐, by estimating the underlying density of the training data to decide whether a given input is 

close to the IND data.

• Two kinds of substitute unknowns are generated to mimic the distribution of real open-set samples.

• Under constraint of  cross entropy loss, complement entropy loss, and energy regularization loss, 

𝐸𝐺𝑜𝑛𝑐 achieves superior effectiveness for unknown class detection and known class classification, 

which is validated by experiments on benchmark graph datasets. 

• Moreover, 𝐸𝐺𝑜𝑛𝑐 also has good generalization since it has no specific requirement on the GNN 

architecture.
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