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Introduction
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• Proteins can be represented as sequences of tokens composed of 20 types of amino acids.
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• Protein language models, pre-trained on databases with millions of protein sequences with 

BERT or GPT tasks,  have become fundamental tools for protein function prediction.
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• However, an essential property of proteins is that they form 3D structures, and this structure determines 

the protein's function.

• Only using amino acid token sequences may be insufficient.

• Previous protein language models did not consider the 3D structure because structure data is hard to 

gather.
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• Luckily, AlphaFold 2 (which has won the 2024 Nobel Prize in Chemistry) can predict protein structures and 

has increased the protein structure database to millions, making it possible to develop structure-aware 

pre-traind protein language models.

2024 Nobel Prize in Chemistry AlphaFold Database
Barrio-Hernandez, et al. Nature. 2023.



What is ProSST?
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ProSST (Protein Sequence-Structure Transformer) is a structure-aware protein language model with structure 

quantization and disentangled attention. 
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Protein Structure Quantization
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ProSST vs Foldseek (Kempen et al. 2024.)

Foldseek ProSST

Structure vocab 

size
20 2048

Local structure 3 residues Up to 40 residues

Network MLP GVP-GNN

Training VQ-VAE DAE + k-means



Why We Do Structure Quantization?
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Goal: To pre-train 

a structure-aware 

protein language 

model on the 

large-scale protein 

structure database  

(AFDB).

The Transformer is the most 

commonly used model for pre-

training. (Scaling Ability)

The transformer model is 

designed for discrete data. 

We need structure 

quantization.

The structures are all predicted 

by AlphaFold 2.

AlphaFold2 is a deep -

learning model. It may 

have some latent patterns.

Directly using these 

predicted structures 

causes over-fitting

We need structure 

regularization.

Discrete structure is convenient to use 

and storage for large-scale pre-training.

Protein structure quantization 

is a good regularization choice. 

Reason #1

Reason #3

Reason #2



Disentangled Attention-based Transformer
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Pre-training ProSST on AFDB
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Masked language modeling on 

the residue tokens. 

Pre-training Data (18 Million Structures)

Pre-training Objective:

Barrio-Hernandez, et al. Nature. 2023.



Results (Transfer Learning)
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Results (Zero-shot mutant effect prediction)
10



Ablation Results (Quantized structure)
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Conclusion & Future work
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• We propose a protein structure quantization module, which can convert a protein structure into

a sequence of discrete tokens

• We propose a disentangled attention Transformer to learn the relationship between protein

structure and sequence.

• We pre-train our model on 18 millions of protein structures and it has achieved good

performance in multiple tasks.

➢ Develop larger model with larger database.

➢ Study the structure search ability of our quantization module.

Future work
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