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Introduction

 Text-to-image personalization is the task of customizing a pre-trained diffusion model to produce images of 
user-provided concepts in novel scenes or styles.

 Current personalization techniques struggle to balance the trade-off between identity preservation and text 
alignment.

 Our method achieves superior performance in terms of identity preservation and text alignment compared to 
the baselines.
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Introduction

 The two principal methods Textual Inversion and DreamBooth encounter distinct challenges when 
integrating the learned concept into novel prompts. 

 Textual Inversion tends to overfit the textual embedding of the learned concept, resulting in incorrect 
attention map allocations to other tokens (e.g., “drawing” or “box”). In contrast, DreamBooth appears to 
overlook the learned concept, producing images primarily based on other tokens.

 These issues can be attributed to the incorrect learning of embedding alignment for the new concept, i.e., the 
embedding of the new concept is not functionally compatible with the embeddings of existing tokens.
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Introduction

 Based on these observations, our approach aims to properly learn not only the subject identity but also the 
embedding alignment and the attention map for the new concept. Our key insights are as follows: 

1. First, while Textual Inversion often fails to capture the subject identity and tends to overfit the 
embedding alignment for the new concept, it can effectively learn the embedding alignment and a 
coarse cross-attention map in the very early stages of optimization. 

2. Second, although DreamBooth fails to learn the embedding alignment, it can accurately capture the 
subject identity. 

 We set the training prompt as “a photo of a [V] [super-category]”, and introduce a cross-attention map 
regularization term, which serves two purposes.
1. First, since the new concept and its super-category belong to the same object category, the attention 

map of the super-category token can serve as a reference for the new concept. 
2. Second, since [V] and [super-category] are used together to describe the new concept when integrating 

it into new prompts, the attention maps of [V] and [super-category] should refer to the same region
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Method

 We propose to decompose the personalization process into three training stages: 
1. Learning the embedding alignment
2. Refining the attention map
3. Acquiring the subject identity

 Furthermore, we introduce a cross-attention map regularization term to enhance the learning of the attention 
map
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Method

 The generations along with the attention maps of “[V]” for each stage. 
1. In stage 1, the model properly aligns the embedding of [V] with other tokens, “inside a box”, but learns a 

very coarse attention map and subject identity. 
2. In stage 2, the model refines the attention map and subject identity. 
3. In stage 3, the model accurately captures the identity of the concept.
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Experiment

 Dataset
• We collect 22 concepts from Textual Inversion and 

DreamBooth. 
• We use a set of 24 text prompts for the quantitative 

evaluation.
 Metric

• Identity preservation: measured by the cosine 
similarity between the CLIP embeddings of 
generated and real images

• Text alignment: measured by the cosine similarity 
between the CLIP embeddings of generated images 
and their corresponding prompts. 

• Each method is evaluated using 24 text prompts, 
generating 32 images per prompt.
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Experiment



Personalization

10

Experiment
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Conclusion

 We identified and analyzed the embedding misalignment issue encountered by Textual Inversion and 
DreamBooth.

 Our proposed method, named AttnDreamBooth, addresses this issue by decomposing the personalization 
process into three stages: learning the embedding alignment, refining the attention map, and acquiring the 
subject identity. 

 Our method enables identity-preserved and text-aligned text-to-image personalization, even with complex 
prompts.
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