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Ø Observation: Different task concepts are identified from the same words in different prompt. 
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Ø Observation: Different task concepts are identified from the same words in different prompt. 

Ø Question: Why can an additional demo-pair influence the outcome of ICL greatly? 
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Ø Observed Multi-Concept Latent Geometric Linearity of LLM. 
Existing studies [1-4] suggest the multi-concepts are encoded linearly in the latent representation of LLM.

- Representations within-concepts (topics) have positive inner products

- Representations cross-concepts (topics) exhibit near-orthogonal relationships

- ICA is more suitable than PCA when extracting meaningful concepts

[1] Yamagiwa et al. Discovering universal geometry in embeddings with ICA. EMNLP 2023
[2] Li et al. How Do Transformers Learn Topic Structure: Towards a Mechanistic Understanding. ICML 2023
[3] Park et al. 2023: The linear representation hypothesis and the geometry of large language models. ICML 2024
[4] Jiang et. al. On the origins of linear representations in large language models. ICML 2024
[5] Reizinger et al. Position: Understanding LLMs Requires More Than Statistical Generalization. ICML 2024
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Remark: This question is also raised as a research question Question 5.1.4 in [5], available after our submission.  
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Ø Existing transformer theories suffer from unrealistic settings. 
- Prior theories are conducted on unrealistic settings such as linear or ReLU transformers, MLP-free attention-

only models, QK-combined softmax attention and impractical loss functions like square / hinge loss.

- Due to their technical limitation, they only obtain linear or sub-linear convergence rates.
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Grounded in the studies of the LLM linear concept representation, we conduct theoretical analysis 

on a concept-specific sparse coding prompt distribution for ICL bi-classification tasks. Our main 

contributions are highlighted as below.

Introduction

Ø We are the first to analyze the realistic setting: softmax attention + ReLU MLP 

transformer, which is trained using the cross-entropy loss via stochastic gradient descent
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contributions are highlighted as below.

Introduction

Ø We are the first to analyze the realistic setting: softmax attention + ReLU MLP 

transformer, which is trained using the cross-entropy loss via stochastic gradient descent

Ø We are the first to showcase the exponential 0-1 loss convergence over the highly non-

convex training dynamics in ICL theory
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Grounded in the studies of the LLM linear concept representation, we conduct theoretical analysis 

on a concept-specific sparse coding prompt distribution for ICL bi-classification tasks. Our main 

contributions are highlighted as below.

Introduction

Ø We are the first to analyze the realistic setting: softmax attention + ReLU MLP 

transformer, which is trained using the cross-entropy loss via stochastic gradient descent

Ø We are the first to showcase the exponential 0-1 loss convergence over the highly non-

convex training dynamics in ICL theory

Ø We provably show that transformers can perform certain OOD ICL tasks by leveraging 

the multi-concept semantic linearity after training, highlighting their innovative 

potential for large models.
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Ø Polysemous Word Model. 
Define the feature and label dictionaries:

satisfying within-concepts positive inner product and cross-concepts orthogonal relationships.
There exists 0 < κ_x, κ_y < 1 such that

We can naturally define the high-level concept features                                  and the low-level semantic 
label features                                    Also we define           
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Ø Polysemous Word Model. 
Then, the                       are generated from         , and Gaussian distributions                      independently.

By reparameterization we define

Ø Concept-specific Prompt Distribution. 
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Ø Transformer Model. 
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Ø Stochastic Gradient Descent. 
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Ø Exponential Convergence of 0-1 loss under low-noise condition
Theorem 1. Under Condition 1, for ∀ε > 0, ∃C1,C2 > 0, with probability no less than 1 − δ, for T ≥     , 

we have

Ø Thus after Tε =

Ø Importantly,      is independent of ε and does not affect the convergence rate as ε → 0.

iterations, we have
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Ø Out-of-Distribution-Generalization.
Proposition 1. Under Condition 1, for ∀ε > 0, The learned model satisfies                                    for

T∗  ≥ Tε, where the         can enjoy the following distribution shifts.

Ø The prompt length can be any positive integer.

Ø                         can enjoy great shift. The new M∗  and Q∗  satisfying that

Ø         can enjoy any shift, with each prompt sharing ≥ 1 co-concept, and equal chance to be ±1.

The                                         are any vectors in the conic hulls of 

respectively.                                                                                           and 
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Ø Proof Strategy: Convergence of Expectation - Exponential Variance Reduction [1]

[1] Nitanda and Suzuki. Stochastic gradient descentwith exponential convergence rates of expected classification errors. In AISTATS, 2019.

In a big picture, we extend the standard techniques in SGD [1] to our model under strong low-noise condition

(i) The expected estimator would fastly converge; (ii) The variance can connverge exponentially by the property of tails
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Ø Advancing the Theory of Transformers and ICL. 
We provide a fine-grained analysis of the learning dynamics for a three-layer transformer model, comprising an 

softmax attention followed by a ReLU-activated feedforward network. We showcase the asymptotic properties 

governing the coupled learning of the attention and MLP layers.

Ø Exponential Convergence of 0-1 Loss. 
Despite the highly non-convex nature of the problem, we are the first to prove an exponential convergence rate for the 

0-1 loss utilizing techniques in stochastic optimization literature.

Ø Connecting Multi-Concept Semantics to Efficient ICL. 
We provably show how the multi-concept encoded linear geometry of representations can enable transformer to 

conduct certain OOD ICL tasks. 




