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Mostly rely on static benchmarks.

Examples: GSM8K, BBQ, BigBench, etc.

Limitations:

● Vulnerability to data contamination
● Lack of adaptability to evolving LLM capabilities
● …
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Does those numbers reflect their abilities?

Mostly rely on static benchmarks.

Examples: GSM8K, BBQ, BigBench, etc.

We need to evaluate LLMs dynamically!



● Adapt to LLM evolving capabilities
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● Adapt to LLM evolving capabilities
● Generate evaluation data with controlled complexity
● Less concerns of data contamination issues

Need for Dynamic Evaluation
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● Template-based methods (e.g., DyVal [1])
○ Limited to specific tasks (math, logic)
○ Lack diversity

Prior works on dynamic evaluation
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● Template-based methods (e.g., DyVal [1])
○ Limited to specific tasks (math, logic)
○ Lack diversity

● LLM-based perturbation (e.g., DyVal 2 [2], Benchmark Self-Evolving [3])
○ Low controllability
○ Suffer from LLM instability
○ Difficult to verify quality and correctness

Prior works on dynamic evaluation
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[2] Zhu, Kaijie, et al. "Dyval 2: Dynamic evaluation of large language models by meta probing agents." ICML 2024.
[3] Wang, Siyuan, et al. "Benchmark Self-Evolving: A Multi-Agent Framework for Dynamic LLM Evaluation." arXiv 2024.



Key Features: 

● Controlled complexity
● Maintained diversity
● Validated labels
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DARG: Dynamic Evaluation of Large Language Models via 
Adaptive Reasoning Graph



Key Components: 
● Reasoning Graph Construction
● Graph Perturbation
● New sample generation

○ Graph-to-text Decoding
○ Data Verification

DARG: Dynamic Evaluation of Large Language Models via 
Adaptive Reasoning Graph
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Reasoning Graph Construction
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● Extract underlying reasoning structure from 
benchmark data
○ Use LLMs with in-context learning for 

graph construction
● Example reasoning graph: The 

computational graph for a math problem



Reasoning Graph Construction
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● Extract underlying reasoning structure from 
benchmark data
○ Use LLMs with in-context learning for 

graph construction
● Verify graph accuracy using rule-based 

label computation



Reasoning Graph Perturbation/Interpolation
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● Systematically modify graph 
structure based on complexity 
levels
○ Example: for math problem: 

■ Numerical complexity 
(e.g., larger numbers)

■ Graph depth 
■ Graph width 



New Sample Generation
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● Graph-to-text decoding using LLMs 
through in-context learning
○ Maintain consistent language 

style with original data (Easy: 
LLMs are good at style 
mimicking)

○ Encode reasoning graph 
structure in generated text 
(non-trivial, the generated new 
test sample’s reasoning graph 
may be changed)
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New Sample Generation
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● Graph-to-text decoding using LLMs through in-context learning
○ Code-augmented LLM agent for verification

■ Motivation: SOTA LLMs are good at coding generation and execute code with external 
interpreter can avoid hallucination

○ Compare computed answers with graph-derived labels
○ Iterative refinement process for incorrect generations



Reasoning Tasks 
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● The reasoning graph definition in DARG are general and can be applied and 
extended to other tasks 



Math Reasoning (GSM8K)
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Math Reasoning (GSM8K)
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● New Metric:Complexity-Induced Accuracy Retention Rate (CIARR)
○ A higher value indicates greater robustness to complexity increases 

in that dimension.



Math Reasoning (GSM8K)
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● Larger models and 
MoE models 
generally have 
greater robustness 
towards complexity 
increase



Social Reasoning (BBQ) 
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● Key observation: Increased bias with complexity
● Note on over-sensitivity of some models (e.g., GPT-4 Turbo, Gemini-1.5-Pro)



Spatial Reasoning (BBH Navigate)
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● Highlight: Dramatic decrease in positive accuracy, biases towards generating 
the negative label



Symbolic Reasoning (BBH Dick Language)
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● Highlight: LLMs show performance decrease when the input the expected 
output length increase



Fine-tuning with DARG
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● Comparison between fine-tuning 
with DARG generated data and 
the same amount of GSM8K’s 
training data.

● Test on an unseen test set with 
diverse range of complexity

● Highlight: DARG shows 
potentials in generating 
effective training data for LLM 
improvement



Conclusion
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● DARG: A novel framework for dynamic LLM evaluation
● Reveals performance decline and bias increase with complexity
● Demonstrates the need for adaptive evaluation methods
● Potential impact on LLM Improvement and benchmarking practices


