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Why conditional density 
estimation (CDE)?

Figure from: Takeuchi, Ichiro, Kaname Nomura, and Takafumi Kanamori.  
"Nonparametric conditional density estimation using piecewise-linear solution path of kernel quantile regression."  
Neural Computation 21.2 (2009): 533-559.

• Get the full conditional 
distribution ,  
which provides more information 
than regression . 

P(Y |X)

E(Y |X)



Why conditional density 
estimation (CDE)?

Figure from: Takeuchi, Ichiro, Kaname Nomura, and Takafumi Kanamori.  
"Nonparametric conditional density estimation using piecewise-linear solution path of kernel quantile regression."  
Neural Computation 21.2 (2009): 533-559.
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distribution ,  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• Useful for uncertainty 
quantification and knowledge 
discovery. 
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• Kernel-based methods (the standard “shallow” methods for now)


• Black-box methods (Normalizing Flows, Boosted trees, etc)


• Intrinsically Interpretable models like decision trees have been 
understudied for conditional density estimation (CDE)! 

• Arguably more interpretable than kernel-based methods
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• Modeling the associations 
between medical costs and 
demographic & life style feature 
variables (e.g., smoker or not). 

CDTree: Conditional 
Density Estimation Tree
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Learning CDTree, key features: 

• Adopting the minimum description length (MDL) principle 
                       
                 


•  : code length in bits needed to encode the data given model 


•  : code length in bits needed to encode the model itself. 


• In contrast, traditional optimization score often involves 
                
                                                             +  

M* = arg min
M∈ℳ

L(D |M) + L(M)

L(D |M) M

L(M)

M* = arg min
M∈ℳ

αLoss function 
(likelihood of data) Tree Size



Learning CDTree, key features: 

• No cross-validation for the hyper-parameter    to control overfitting


• Advantages:


• Reduce runtime


• Make the learned CDTree stable, favoring interpretability

α
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• Iteratively grow the tree, WITHOUT pruning



Learning CDTree, key features: 
• Iteratively grow the tree, WITHOUT pruning 

• Advantages: Speed up the training & Robust to “irrelevant" features



Experiment Results



Predictive performance



Predictive performance



Predictive performance



Model complexity: tree sizes

Figure: the number of leaves for tree-based methods
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• Github: https://github.com/ylincen/CDTree


• Paper: https://arxiv.org/pdf/2410.11449
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