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Toxicity Detection for Free



Our goal:

• Alleviate safety concerns in LLMs by detecting toxicities

• Computationally efficient

• High performance

Previous approach:

• Human alignment: Reinforcement Learning from Human Feedback (RLHF)

• Finetuning detection models: OpenAI Moderation API, LlamaGuard…

• Query ChatGPT…



Overview:
• We develop Moderation Using LLM Introspection (MULI), a low-cost toxicity 

detector that surpasses SOTA detectors under multiple metrics.
• We highlight the importance of evaluating the TPR at low FPR
• We reveal that there is abundant information hidden in the LLMs’ outputs
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Motivation:
• Information hidden in the LLMs’ outputs can be extracted to distinguish between 

toxic and benign prompts.
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Toy model:
• Calculate the probability of refusal (PoR)

• Extract the probability of starting with Sorry



Toy model evaluation:
• Calculate the probability of refusal (PoR)

• Extract the probability of starting with Sorry



MULI:
• A linear model on the LLM logits

• Train by linear regression + L-1 regularization



Evaluation:



Evaluation:

• MULI does not require much data for training.



Evaluation:

• MULI relies on the base LLM’s ability



Thank you!

For more details, please look at our paper
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