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Problem of OOD

• ID (In-Distribution) 

•Data specified by the user. 

•OOD (Out-of-Distribution) 

•Data different from ID data set. 

•Target 

•Maintain high accuracy on ID samples 

and effectively identify OOD samples.
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Related Work

•CLIP-Based OOD Method [1][2] 

•Utilizes global and local features within CLIP to measure image-concept alignment, 

enhancing the separation between ID and OOD samples. 

• Existing post-hoc methods yield from suboptimal performance. 

•CNN-Based OOD Post-Hoc Method [3][4] 

•Assumes that ID and OOD samples produce distinct activation patterns in models trained on 

ID data. Rectifying activations can reduce OOD influence and improve ID-OOD separability. 

• The CLIP model is not fine-tuned on downstream ID-domain datasets. 

•Activation differences between ID and OOD data become more subtle.
[1] https://openreview.net/forum?id=KnCS9390Va
[2] https://arxiv.org/abs/2304.04521
[3] https://openreview.net/forum?id=ndYXTEL6cZz
[4] https://arxiv.org/abs/2111.12797
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Motivation

•Low-Rank Approximations Improve Stability [5] 

•Minor singular components often contain noisy information that can compromise 

stability and lead to incorrect model responses. 

•Using low-rank approximations in certain layers of transformer blocks can enhance 

LLMs' question-answering performance. 

•Our Method 

• Selectively reduce the rank of model weights, prioritizing crucial information while 

discarding noisy elements.

[5] https://arxiv.org/abs/2312.13558
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Method - Training Free

•SeTAR - Training Free 

•Given a CLIP model. 

•Define a list of rank reduction ratio 

candidates: . 

•Optimize the rank reduction with 

top-to-bottom, image-to-text 

greedy search algorithm.

𝜽 = {𝜃0,  𝜃1,   . . . ,  𝜃𝐽}
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Method - Training Free

•How to Process 

• Searching for the optimal  

ratio using metrics. 

• Replacing  with its low-rank 

approximation ( ). 

• Sequentially process all N image 

encoder layers from top to bottom. 

• Same process for text encoder.
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Method - Fine Tuning

•SeTAR - Fine Tuning
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Expriments

•SeTAR - Training Free
Table 1: Training free results compared to zero-shot baselines on CLIP-base. Bold value represent the 
highest performance.
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Expriments

•SeTAR - Fine Tuning Table 2: Fine-tuning results on ImageNet1K benchmark. 
Bold values indicate the highest performance. ± indicates 
the standard deviation from 3 runs.
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Ablation Experiment

•Different Backbones 

• Compatible with diverse model backbones. 

•  Various Score Functions 

• Consistently outperforms baselines across all 

backbones with various scoring functions. 

•Classification Performance 

•Maintains or improves classification accuracy.

Table 3: Results for different ViT backbones

Table 4: Image classification results



11

Conclusion

•SeTAR is a simple, effective and training-free OOD detection method using post-hoc 

low-rank approximation. 

•SeTAR scales across unimodal and multimodal models, enhancing various scoring 

functions. 

•We extend SeTAR to SeTAR+FT, a finetuning approach that adapts models to in-

distribution data, achieving state-of-the-art OOD detection.
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